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NOTICE

This document is disseminated under the sponsorship of the Department
of Transportation in the interest of information exchange. The United
States Government assumes no liability for its contents or use thersof.

The contents of this report do not necessarilv reflect the official view
or pcolicy of the Coast Guard; and they do not constitute a standard,
specification, or regulation. .

This report, or portions thereof may not be used for advertising or
sales promotion purposes. Citation of trade names and manufacturers
does not constitute endorsement or approval of such products.
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Abstract

A variety of approaches to the digital filtering of voice
signals corrupted by background engine noise are presented.

These approaches include the standard Least Mean Squares (LMS)
adaptive noise cancellation algorithm, an optimum fixed weight
filter, a special type of notch filter, and frequency domain
adaptive noise cancellation. The filters have been implemented
both off-line using FORTRAN programs on an LSI-11/2 microcomputer
and in real time using the Texas Instruments TMS 320
microprocessor and in PDP-11 assembly language using an LSI-11/2.

Frequency domain adaptive filtering was seen to be superior
to the LMS time domain algorithm because it's mucp greater .
computational efficiency alloﬁed the analysis of much longer
filters.

A digital filter that exploits the periodicity of the engine
noise by having a notch at each harmonic was seen to be more
effective than any of the adaptive filters. The digital filter
equations are derived starting with an adaptive, finite impulse
response filter with a particular periodic reference input. This
adaptive filter is shown to be in reality an infinite impulse

response, time invariant filter.
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I. Introduction

Background noise at the source has long been a problem
affecting the intelligibility of Coast Guard voice
communications. Recent studies of other researchers [7-10]
indicate that additive noise will become a much more severe
problem as the Coast Guard converts from analog systems to voice
privacy systems using speech compression and digital
transmission. In particular, Gold and Tierney at MIT's Lincoln
Laboratory (7] have found that computer simulated F-15 cockpit
noise added to clean speech reduces diagnostic rhyme test (DRT)
(11] intelligibility scores to 92.6% without speech compression
but to 75.2% when processed through a 2400 bit/second LPC-10 [12]
speech cqmpression algorithm.

Gur, efforts for the past eighteen months have focused an
determining if digital filtering in generél and adaptive noise
cancellation in particular can improve the signal to noise ratio
at the input to the system and thus the intelligibility of the
received signal. A wide variety of approaches have been
attempted with varying degrees of success. A summary of these
efforts is contained in the main body of this report. The
specific details including program listings are 1n'Appendixes A-
F.

II. Experimental Methods
The general technique employed has been to make sterec tape

recordings of background engine noise both with and without a

voice signal on one of the channels, and then to process and
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in the laboratory. Recordings were made
my Luder yawl with the engine (a four
el) running, in the Academy Power
‘ith a single cylinder, four cyecle,
- running and most recently in the Power
:ith a four cylinder Datsun 710 running.
‘D reel to reel tape deck donated by CDR

for the recordings. All recordings were

snd. General Radio Model 1952 Universal

v pass anti-aliasing and reconstruction

:85ing the recorded waveforms were of two

:gments (less than one second) were

amory using a Digital Equipment

:rocomputer and a Data Translation 2785
’{iters were then implemented and the

1e using FORTRAN programs. -

18 to implement the filter in real time
m an oscilloscope or to listen to the

! one exception this was done using a

0 Evaluation Module (EVM). The notch
mdix D was implemented in real time on
the TMS 320 EVM. In our proposal (13]
real time implementation were proposed.
W TDC-1010 hardware multiplier/

red to the L3I-11/2 computer but even with

» Slow to implement reasonable size
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adaptive filters in real time. It was hoped to play the tape
deck into the filter at a much slower speed than it was recorded,
tape record the filter output and then play the output back at
the original speed, but we were unable to obtain a tape deck with
this capability. No attempt was made to use the Western Digital
WP 3150 Programmable Digital Filter. We were unable to obtain a
finél data sheet and have concluded the announcement was a trial
balloon and that the circuit never went into mass production. An
overwhelming conclusion we have reached in the context of our
work 1is that the TMS 320 is by far the best approach to audio
frequency digital signal processing. The second generation of
the circuit [14] was announced in February 1985 at the IEEE
International Solid State Circuits Conference and will make even

more sophisticated ﬁrogessing possible.

III. Summary of Approaches and Results

a. Analysis of LMS Adaptive Filters in FORTRAN

Our first approach was an off-line FORTRAN implementation of
the standard LMS adaptive noise cancellation algorithm [1].
Several such programs were written, one of which is described in
Appendix A, When the inputs were highly correlated signals from
laboratory signal generators the filter was seen to be very
effective, When the inputs were two microphone recordings of

engine noise there was virtually no improvement in signal to

noise ratio. It is felt this was due to a combination of two ;if
problems. The filter length had to be kept short to insure the

weights would converge within the sample size allowed by the 56 F,r
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Kbyte random access memory of the LSI-11/2. This resulted in
filter lengths much shorter than the fundamental period of the
engine noise and very poor filtering. When the filter length was
increased the weights would not converge within the allowable
sample ;ize. The recent acquisition of an LSI-11/23
microcomputer with 248 Kbytes of random access memory from the
USCG Electronics Engineering Laboratory will permit the analysis
of longer filters in the future.

b. Analysis of Optimum Fixed Weight Filters

It was next attempted to eliminate the slow weight
convergence problem by calculating the optimum (in a linear least
squares sense) fixed weight filter for the particular data set
and then calculating the output using these fixed weights. A

. deséription aAd listing of the FORTRAN program to accomplish this’

is contained in Appendix B. Imprdvements in signal to noise

ratio of 6-8db were possible when the sampling rate was reduced

to 1-2 kHz and the anti-aliasing filters adjusted accordingly,
This effectively increases the filter length in time to
approximately the period of the noise. Although these low
sampling rates are unacceptable for voice communications the
intent was to determine if longer filters would be effective at
the necessary higher sampling frequencies. It is also believed

there were numerical problems in the Gauss elimination subroutine :]

P

when attempting %0 analyze longer filters. The subroutine should

have used double precision arithmetic [15] but single precision
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was used due to limited memory and because double precision

floating point instructions are not part of the assembly language T
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instruction set on the LSI-11/2 [18] and would have been slow to
execute. The LSI-11/23 with it's larger memory  and double
precision instructions in assembly language will allow anal&sis
of longer filters.

c. Real Time Adaptive Filtering Using the TMS 320

At this point (November 1983) a TMS 320 Evaluation Module was
procured and efforts shifted to real time implementation. The
first version was done by then Cadet 1/¢c now ENS M. D. SAKAHARA
as his Systems Design and Synthesis project. His report was
included in the July 1984 interim report [16]. His filter had 40
weights and would operate at sampling frequencies of up to 8.5
kHz.

A second version'(Appendix C) used BASIC on the Dartmouth
Time Sharing systep to write much more efficient TMS 320 code and
resulted in a 68 weight filter that would operate at sampling
rates of up to 10.7 kHz. The essential difference is that all

the looping is done in BASIC at the assembly language generation

level resulting in straight line code that executes at the
maximum benchmark speed of 1.2 microseconds/weight {17]. The
first version used conditional branching and executed at 2.6 :,1
microseconds/weight.

Extensive tests were done on recorded engine noise and ﬁhe
results are contained in Appendix C. The conclusion reached was

that 68 weights are not enough for an 8 kHz sampling frequency.
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The second generation TMS 32020 ([14] has 544 words of on chip ;ff
data memory compared to 144 for the TMS 32010, efficient access

to 64K words of external memory, and has combined some operations
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that were two instructions into a single 200 ns instruction.

Adaptive filters of at least 120 weights at 8 kHz should be
possible.

d. Notch Filters

The highly periodic nature of the engine noise implies that
any reference input that contains all the harmonics of the noise
in the primary input should suffice. A reference input of unit
impulses periodic at the same frequency as the engine noise
contains these harmonics and results in very efficient algorithm
allowing filters of virtually arbitrary length. Synchronization
is obtained by triggering the A/D converter with an optical shaft
encoder nounted on the engine.

Further analysis of the algorithm rev?aled that what started
as an adapti;e, finite impulse filter was in fact a fixed ‘weight,
infinite imﬁulse response filter. Preliminary results of using
the filter were contained in the interim report [16] and a
detailed analysis is contained in Appendix D.

This filter appears to be the most promising at this stage.
It is intended to further evaluate it‘'s performance by making a
series of comparative diagnostic rhyme tests (DRT's) [111].
Comparisons of intelligibility will be made among filtered and
unfiltered speech using both an omnidirectional microphone and a
Shure Model 562 noise canceling microphone [19-20]. Due to the
failure of the motor generator set and therefore the lack of DC
power it has not been possible to start the engines in the Power
Engineering Laboratory since September 1984. We have designed
and constructed a high power DC supply and hope to have engines

running in the near future,
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The LIS filter was imolesmented through simulation on the
LSI-11/7 computar. Since the LSI-1l1 could not exacute the
adanptiva algori<hm f£as= enouch £or r2al time aoplications, data
s2=s 's2r2 obtainad and the adaptive algorithm apnlied to tha data
sats.

L

Tortran IV nrogranm wsas written to implement tha adaptiv2

filzer and usa2d assembly language subroutines to communicate wich
che ra2al world ( see flow char-= ). The input data set was placed
in=o Stwo inout 2rravs, one for :=he samples with noise ( IN1 ) and

the other for samples containing noise plus the dasired signal (
2 ).

T2 program £irst  implements a  fixed weight £filter on the
refarancs innut and subtracts th2 result from the srimary input.
The output of the adaptive filter was plott2d and displayad on
the video terminal. This result was applied to the adaptive
algorithm to adjust the weight vector. Once the adaptation cycle
is cormmleted, the computsr then gets the next input and starts
the process all over.

‘han all of the primary samples ars used, the program plots
=he imnulse rosvonse of the filter and calzoulates the frequency
snectrun if the wa2ights. Joth phasa and magnitude were nlottad.
Since the adaptive cyclz was applied after the fixed filter, the
plotted weight vector has gone through an extr adaptation cycle.

In the strictest case, the performance of the plot:zed
weights is unknown. Howevar, this dose not pose a“°significan<ws
problem since the weights change very little once they nave
converged. This is evident in the oplots obtained £rom <:he
nrogram ( see Appendix 1 ). Qnce the weights converged on the
LS solution, they change very little.

The entry of vertinent constants 1s executed at the
beginning of each run. On the first run, %the input channels
4Cl and YC? ) were selected and the number of samples ( TS ),
delays ( UMD ) and weights ( ¥UMU ) for the filter =ntered. The
adaptive coefficient ( ADAPT ) was aentered and the weight (
TZIGUT ) and input arrays were rese- as necassary. The data entry
segment of the program was placed at the ead of the oprogram to
halp speed 2xecution, however it did not have a significant

effact.
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The least mean sguare ( LMS ) algorithm of tha adaptive
3r was us2d since it was one of the mor2 simnle forms. TL
the form o2

W{k+l) = (k) + u ¥ U{k)

(k) is the weight vector, ¥ is the output of the adantive
U(%) is the refsrence input array and u is the adaptive

The reference signal was filtered and then subtracted from
the primary signal. The result is treated as an error signal for
the filter. For 2 positive output, the adaptive algorithm will
tend to increase the magnitude of the weight vector. The output
of cthe filter will increase causing the output of the adaptive
€ilter to decrease or tend negatively. IMen the output goes
negative, the algorithm will again tend to alter the weights to
1eacrease the output. This tendency to minimize the outnut is
wner2 the LMS algorithm gats its name.

It would seem that if this filter wa2re working in the ideal
case, the weights would converge to compmletely cancel the ousput.
The adaptive coefficient is what prevaents this from haopvening.
The magnitude of the adaptive coeffiqgient must be small. Since
the adaptive coefficient has a direct affect on cthe rate of
convergence Of the weights, a small value for u would reduce the
t2ndency to completely cancel thz output and vet suporess most of
the interference.

The cancellation of the noise in the primary input is
accomnlished by reshaving the reference inout, through filtering,
to raflect the noise in the primary input. If the let=r is o
adjust its characteristic to accomplish this reshaping, it rwould
be desirable for the characteristic to changes slowly. This avoids
sscillating around the desired response as the case would Be 1if
the weights were allowed to converge too quickly. A large
adaptive coefficient may reduce the effectiveness of the overall
£il=er to the' point of uselessness ( greater <than 2.7.17°% in
this application ) or cause the filter to become unstable and
blow=-uo ( u greater than 2.7 ). A coefficient that is %00 small
will impede the weights f£from converging or even completaly
Preventing them from reducing any noise in the nrimary input. A

cmoromise must be reached betwean rate of convergence and

accuracy of th2 convergencz in the proper selectiion of u. The
adaptive coefficient rmust be small enough to allow <he filter to L
accurately reshave the reference input and allow the waeights to '
converge in a reasonable tinme.

AS




tntroduction

A comnmon method of estimating 2 voice ignal distorted by
addicive noise 1is %o nass it =hrougqh 3 £ilser <chat tends to
r24uce the noise level in the signal. This filtar can either e
fixed or adaptive. The fixed filta2r requires a orior Xnowledge
~ € the signal and noise in order for it to be 2ffaciiva.

rh ¢¥

The adaptivea filter does not require any or little knowledge
0f the signal or noise. It has the ability to alter its impulse
response automatically %0 supoprass tha noise from the signal.
Thae adantive algorithm usad in this application has two innuts: a
orimary input that contains the signal ( s ) and noise ( n, )
and a refarence input that contains noise ( ne ) that is somehow
correlated with the noise ( ny, ) in the primary signal The
reference input should contain none or very little of the signal
since the filter may convergs to cancel to signal as well as the
nois2 in the primary innut.

AN

~

4@ £

ADAPTIVE ¥ e
> FlutEe
Z =

BLOCK OiaGRAM OF ADAPTIVE FILTER

The adantive filter can be usad to eliminate the 67 Iz hum
in EXG's. The llivac outlet can be used 213 the refsrence input
and the normal chest Lleads as the primary inout. In a similar
application, the mother's heartbeat can e £iltered away from an
infant's 2TXG. The reference leads are placed riear the mother's
h2art and the primary leads are nlaced on the mother's abdomen.
Intarfarence antering the side lobes of a receiving antenna can
o2 suppressed Yy using a circular arrvay of primary antennas and a
reference antenna chosen in the area of the incoming
interference. In voice communications, whars background noise is
a oroblem, two microphones may De used. The overator speaks into
the primary microchone while the referance microohone is placz2 in
the ralative vicinity of the operator picking up the background
noise.
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Abstracs

An LNMS adaptive filter was imnlementaed on the LSI-11/2 computer.
"2 comnuter could not nrocsss fast 2noush for A r2al =ime apnlication
3 the filter was simulated on input data sets alreadv sontained in
ne commuter's memory. The filter used two inputs: a orimary inout
.tat contained nois? and a desired signal and a refarencz innus that
'antained noise that was somehow corralated with the noise in the
yrimary inout. Ths2 reference innut was filtered and subiracted frem
e primary input suppressing the noise. The £ilter psroduced signal to
loise imorovements of arsund 27 AB in most casaes and workad quite well
rith and adantive gain of S5.7.177,




Appendix A

Li1S FILTERS IMPLEMENITATION AUD PERFORMALCE

By Cadet 1/C ilichael Sakahara

\.
instructor : LCDR Benjamin R. Petarson

Fall 1983

Department of Applied Sciences
United States Coas*® Cuard Academy
New London, Ct. 176327
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affect of background noise on the parameters internal to the
algorithm and this is considered essential to basic understanding

.of the problem.
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cancellation compared to noise canceling microphones but adaptive
noise cancellation where the primary input is a noise canceling
microphone vs a single noise canceling microphone. 1In related
work for the Air Force researchers at Bolt, Beranek, and Newman,
Inc. (22] have experimented with various multisensor
configurations and have found a combination of a noise canceling
microphone at the lips and an accelerometer attached to the
throat to be best. The accelerometer is insensitive to
environmental noise but i{s bandlimited to 2 kHz. The
accelerometer output was added to the microphone output high pass
filtered at 1200 Hz. Also, i{n work for the Navy, Ketron, Inc.
[23] has developed a second order gradient noise canceling
microphone (NC-10Q4LF). Their tests have shown substantially
improved performance over. first order gradient micréphones.

As noted in the intrdduction, background noise is a more
serious problem in digital voice privacy systems employing
the LPC-10 speech compression algorithm [12]. Therefore, future
efforts should incorporate the LPC-10 algorithm and measure
intelligibility after synthesis. Cadet 1/¢ P. A. MENCEL is
presently attempting to implement LPC-10 in FQRTRAN IV on an LSI-
11/2. We have also requested the PDP-11 FORTRAN 77 program
referred to in [12] from the National Security Agency and we hope
to modify it for running on an LSI-11., These programs will not
run in real time as required for DRT's. The best method of real
time implementation would be a TMS 320 based coprocessor board
for an LSI-11. An alternate method would be to acquire two

digital voice privacy units but this would not allow access the
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weight FIR and IIR filters, plot their impulse and frequency
responses and automatically generate TMS 320 assembly language
code for downloading and real time implementation. The program
for FIR design is that described in [21] and installed on DTSS
when PROF WOLCIN joined the Academy faculty in 1984. Cadet 1/¢
B. M. LAM is presently modifying the program to produce TMS 320

code for real time implementation.

V. Conclusions and Recommendations for Future Research
We have demonstrated that under some conditions digital

filtering can improve the signal to noise ratio of speech
corrupted by background engine noise. There are several
questions suggested by our research that remain unanswered. .

.Does improved intelligibilitx result from this imprdved SNR?
Diagnostic rhyme tests [11] are necéssary to resolve this. DRT's
are quite simple and straightforward but will require many man-

hours of effort. Cadet projects may be the best method of

performing DRT's. How intelligibility is measured is worth Ei?
learning and the data analysis is a good exercise in v
undergraduate statistics. '

The type of analysis done in the context of this project has
not lent itself to a good éomparison of adaptive noise Egﬁ
cancellation vs noise canceling microphones. Again, this sort of

question can only be answered using DRT's. The general consensus
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among experts in the field is that noise canceling microphones
are essentia; in high ambient noise environments independent what

else is done. Therefore the basic question is not adaptive noise
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Conversations with other researchers in the field indicate that
improved signal to noise ratio may not necessarily imply improved
intelligibility and that DRT's are necessary to evaluate a
proposed system. The human auditory system is very sophisticated
and can extract information from highly corrupted signals but
non-linear processing may destroy cues the human system is using

not improve intelligibility.

IV. Publications and Presentations

Presentations of papers based the research have been made at
two IEEE sponsored conferences and one local IEEE meeting to date
and a fourtp abstract has been submitted for presentation at a
future conference. As noted in (161 M. D. SAKAHARA presented his
paper "Adaptive Noise Cancellation"” at-ELectrg '84' at Boston in
May 1984. He also presenied "Real Time Adaptive Noise
Cancellation" at the April 1984 IEEE New London Subsection
meeting. This paper was included in ([16].

B. B. PETERSON presented "Audio Frequency Adaptive Filtering
Using the TMS 320 Microprocessor" at the IEEE Digital Signal
Processing Workshop at Chatham, MA in October 1984. 1In addition
K. U. DYKSTRA and M. D. SAKAHARA were coauthors of the published
summary and LCDR DYKSTRA attended.

An abstract titled "An Integrated Approach to the Design and
Implementation of Digital Filters" has been submitted to the
IEEE/ASEE Frontiers in Education Conference at Golden, CO in
OQctober 1985. 1In addition to the BASIC program in Appendix C,

the paper will describe interactive programs to design fixed
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" filtering the reference input with an 80 weight filter and
subtracting. The sampling frequency was 8 kHz.

The program was then modified to sample a third channel which
was the audio output of an FM tuner. In software this signal was
then amplified and added to the primary input and resultant
signals run through the adaptive filter algorithm. Appendix F is
this FORTRAN program. A listing of the graphics package written

p to drive the DEC Gigi Graphics Terminal and the HP TU4TOA Plotter
is not included because of it's length and because the subroutine

]
calls are obvious. This package was the most extensive

programming effort undertaken in the context of this research and
the excellent work of LTJG W. M. DUPRIEST.is acknowledged.

Unlike previous efforts, it is now possible to know exactly
what is signal and what is noise. Figure 2 is ; sample.plot of

the results. The signal to noise ratio has been improved

were consistently near 10 db. Reductions in noise power of 20 db
as noted when no signal was added (Figure 1) are not expected
because what is signal to the overall filter algorithm is
actually noise to the weight update algorithm. The fluctuation
in weights caused by the larger output degrades the filter
performance. This effect is minimized by reducing the adaptive
gain at the expense slower convergence and poorer tracking in
time varying conditions.

What these recent results do indicate is that adaptive

filtering can work very well when the noise is highly correlated.

from =3.3 db to +6.0 db. Improvements in signal to noise ratio

O hme e e e s



e. Frequency Domain Adaptive Filtering

Just as their fixed weight counterparts, frequency domain
adaptive filters require only a fraction of the arithmetic
operations required in a time domain filter of equivalent
complexity. The frequency domain adaptive filter algorithm
described in (5] was implemented in FORTRAN for filter lengths of
up to 512 samples. Due to filter length and good convergence
properties the filter performance was better than that of the
adaptive filters in a. and c¢. above but not as good as the notch
filter in 4. Detailed analysis of the filter is contained in
Appendix E.

DRT's using a real time version of the algorithm would be
necessary to make a more complete evaluation. The TMS 320 is
fast enough but due to limited &emory, impleméntation wish our
existing hardware is not possible.

f. Adaptive Filtering of Automobile Engine Noise

Qur most recent effort was to make a two microphone recording
of engine noise from a Datsun 710 with no muffler running at idle
(approximately 1000 rpm) in the Power Engineering Laboratory.

Due to the faulty exhaust system, it was necessary to operate the
ventilation system at full power adding another significant
component of noise.

When the data was plotted in the laboratory, the two signals
were seen to be much more correlated than had been observed in
previous recordings. Figure 1 shows two signals and the results
of adaptive filtering with no voice signal added. 98.9% of the

power in the primary input has been canceled by adaptively
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22sulecs and CTonclusions

Pure signals ( sine, squarea and trianale ) were used <O
simulat2 noise and desired signal. 3 squarsz wave was used to
simulats noise since it contained t£ha most harmonics and could be
shaped to any of the noise signals placed in the orimarv input.

Tharae JJavatak signal ganerators wers usad to supoly the
noise, signal, and zlock pulses for the sampler. ilewlatt-Packard
frequency counters 2and oscilloscones were usad to monitor the
inputs and outputs of the computer sinulation. In =he
simulations, th2 noise in the refera2nce and oprimary inouts were
of the same frequency and ohase. This simplifies onredicting the
impulse response the filter should converge to allowing for an
evaluation of the filter's performance.

The primary input contained a sgquare wave as the desired
signal. This 2nables the calculation of signal to noise ratios (
SUIP. ) based on the amplitudes of the noise and the dasired
signal. The SNR improvement of the filter could be estimated and
th2 nerformance of the filter evaluated bvased on the 3UR
improvement.

A triangle wave represented the noise in the primary input.
This simplified predicting the impulse r2sponse the filter should
convarge to. The TFourier gsries of .a square of unitv amplitude
is )

. . . he

4/ ( sin wt + 1/3 sin 3wt + 1/5 sin Swe + . . . )
and a triangle wave of same amplitude
S/ ( sin wt - 1/9 sin 3wt + 1/25 sin Swt = . . . ).

In order to change the squarz wave in the refarence input into
the triangle wave in the primary input, the square wave must be
multiplied by another square wave of the same frequency.

‘men the weights were plotted, this indeed secemed to be the
result. There were small deviations in the impulse response of
the filter and was evident in the incomplete cancellation of the
n10ise in the primary input. Although noise cancellation was no=:
total, SMR improvements of up to 32 dB were obsarved.

The adaptive coefficient was varied and had a proportiocnal
affect on the convergence %“ime of the filter. ‘Then u was 1.25-17
» the filter converged in 12 nmsac. 'men u was 4.7 - 177, <he
convergence tine was 45 msec or it took about four times as long.
In both cases, SYNR improvaments of 27 4B was observed.

A7




LLARZ N

‘Men u was incraased beyond 2.7 + 1773 the filter seocmed to
have no effect on the nrimary input. 3ince the adaotive
coefficient was so large, <he veights constantly over shot the
desirad soluzion and did not r2duce the noisa levels in +=he -
orinary input. The adaptive gain wias not sufficiently high
nouch to 2ause instabiliczy, just large enough to cause excassive
scillazions. “Then the adaptive gain was incr=2ased bevond 2.7, -
e filter gquickly Yvecame unstable and blew-upd. This vas the s
arashold wherz tha weights were allowed swing so far that thev .
overcame the raducing zendencies of u.

The advantages of an adaptive filter ware especially avident
in the case whan the noiss2 and signal were similar in freguency.
A run with th2 noise at $97 Hz anéd the degired signal at 737 4z
nroduced a3 SUR improvement of 32 33!

The MS filter seemed to suffer when the noise was at a
significantly lower freguency than the signal. The filter would
" glitch " every time the triangle wave would change slon2. The
£ilter would quickly converge to the desired signal whila the
slop2 was constant, however would loose track when the slone
changed. this is due =a the fact that the LI!S filter follows ths
gradient of the noise. A low frequency triangle wave has a low
gradisnt +hile scribing constant slopme, however the gradiasnt
gra2atly increases when the triangle wave shangss slope.

Over all, the L!MG algorithm performe:” quite wall in this
annlication. It oroduced SHR improvements of around 27dB and
2xceaded 37 AB in some cases. The adaptive,K coefficiesnt  was’
critical in.the nerformance of the system. The lower Sfrequencies
tended to require nigaer adaptive gains to optimize the filtar,
Wwhile the higher fregqueancies required lower adaptive gains. The
adaptive gains depended mostly on tha2 contents of <he refarence
input and the noise frequencizs. The adantiv2 gains seemed to e
independent of the desired signal. An adaptive gain of 5.7-19
worked the best for all cases of noise and signal combinations.
The LS filter worked well for nost combinations of noise and
desired signals.

- -
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Desiqn of interface betusen L3I-11/2 and TR'I's TCI=-17117

PGPS Sy WY D LA

k] A cookbook apnroach was us2d 1in designing the interface -
Detween TR!'s TCC-1711J 'tultinmlier Accurmulitor chin and the LSI- e
= 11/2 czomnutar. MD8 Systems general opurvose interface module ( e

MSI=1717 ) was usad to mount the TNC-17177 and  sunporting e
nardware. ;

P W )

The interface module provided input,output and address nores
that were common on the 2-bus of the LSI-1ll. This simnlified the
decoding and interface Llogic greatly since hus nrotocol did not
have to be considered. It was d<etarmined that the TDC-1717J
aould mulziply and accumulate with in the time of a DATY cvcle of
the LSI-ll. Thus the only timing consdierations made were in
delaying signals going into the TDC-1917.

The Y multiplicand and the least significant 18 bits of the
output share pins on the TDC-1A17. Logic had to be nrovidad to
isolate the input and output ports on the interface nmodule.
Yoninverting tri-state bus transcaivers ( Ti's 74LS243 ) were ]
used to isolate the ports. The 3 side of the transceivers werse o]
connectad to the TDC-1317T and the A side to the respective I/2 ]
location. The control inputs for the transceivers are Gab (L) Lo
and Sba (4). ‘Then Sab is asserted, <the d4ata is allowed to flow -
from the A side to the 3 side. “hen GCba is asserted, the data is ‘
alowed to flow from the B side. to the A side. Asserting both t
22antrol innuts could result in degstrustive oscillations because =
the transceiver is trying to nass data in both dirédctions at the ) o
same ‘time. Mot asserting both control innuts isolates s3ide A e
from side 8.

In the case of a Y input, the Sba input is held low not
assaerting it and Sab was asserted <when the innut data was valid.
The reason Gba was held low was to orevent the possibilisy of -
sanding the transceiver into destructive oscillations. 8v
Xeeping Sba low, the transceivar can be alternated from isolation
to passing data from A to 8 ( the desired direction ). The logic
for the Zab input was ( BDOUT ¢ ADD3 ) (L). ACD3 is the address
location indicating a Y-input on the bus and BDOUT is asserted
when th2 data in the input port is valid. The Tab signal was used
t9 supply the CLX ¥ signal. The three inverters deslay the CLX ¥ o
signal to account for oromagation delay of the zransceivars. -

P . . [N
. e e
s’ a_» A A b T S

Since the X-input shares the input nort with the Y-input and
sonirol byte, it was isolated from the input port whea not in
use. This was accomplished by using <=ri-state noninvertinag bdbus -
drivers ( Ti's 74367 ). This circuizzvy 13 nct absolutely ‘
necessary Decause the X-input is loaded on to the TZC-1717J oaly T
when CLK X is asserted. But was added as a praecautionary measure -
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The control logic for the bus drivars is ( ADD? - 2D0UT )

ADD 2 is the address location indicating an X-inout will
ar on the input port and 3DCUT is asgsertz2d when the data on
input port is valid. This control signal was used =20 suwnly
CLK X sbgnal w7ith invertars <o delav to 3ignal to acsount for
ovagation dalays in the bus irivers.

Ut e —~0Q
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The TDC-1719J has five data gontrol bits:

Accurulate { acc ) bit 94
Subtract ( suB ) bit 71
Preload ( PREL ) bit 72
Two's Complement ( TC bit "3
Round off { RID ) hix 74

all asserted high. It was decided for versatility that these
control bits be controlled by the LSI-ll. The control bits are
loaded onto the TDC=17117J at different times making it difficult
or impossible to send them with the sdata going into the board.
Tyre D flip floos ( Ti's 7474 ) are used to store the control
bvte. The clock signal for the £flip floms is ( ADDLl ¢ BDOUT ) (H).
APD]l is the address location indicating that the control byte is
to appear on the input port and 3DOUT is asserted wvhen the data
on the input port is valid.

The output of the TDC-171AT is divided intn three 15 Hit
words: the least significant product ({ L3P ), most significant
product ( MSP ) and extended control product ( XTP ). The LSP is
time shared wit the Y-input and similar circuitry is used to
isolate the input and output ports as in the Y-inout. The tri-

cate output of the TDC-19177 is controlled by three inputs TSX,
TSt and TSL. PREL mus:t be held low if the 7TDC-1917J is to
canerate output. The control inouts are asserted low and only one
of them may be asserted at a time for this design. A saparate
address has been allocated for each output word with TSM clocking
the output to the output registers. The output 0f the address
decoder on the interface module is asserted low and is connected
directly to th2 apopropriate cutput control nins. The interface
nodule requirss an input enable signal to indicate that the data
on the output port is valid. This is accomplished by ORing the
output control signals and using an inverter <o account for
propagation delavs. C

2 ”

Six address locations were used to implement the TDC-1717J

aAl19

A
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3ddress Tunction Location

nunbar
6 CTRL Zy<:az 17A9nn
1 X- Input 177711
2 Y- Ianut 1771709
3 LS? Prod. 179712
4 MSP Prod. 17774
5 XTP Prod. 179714

The unusual order of address locations is due to the address
decoder on the interface mnodule. The decoder an AMD gate for 3
significant bits and a BCD to Decimal ( Ti's 7442 ) for the lower
three hHits. 3its "1 and 72 ar2 hard wired to the 3 and ¢ inputs
and the output of the A!ND gate is wired to the D input of the
decoder. 3it 73 was wired to the A input and resulted in the
unusual address order. 3it 93 was brought to the decoder to
enable it to decode eight address instead of four.

To use the TEC-117197 , the ocutput registers must be zeroged.
This can be accomplished by sending a 7 ¢o the X-input and
multinlying without accurwuulation. The MSP must be outputted to a
dummty location ®to clock the outout registers. The other
functions of the TDC-1717J can then be executed by altering the
contreol byte as necessary. ‘hen ever output, accunulation or
subtraction is desired, the MSP must be moved to a dummy location
since .asserting the MSP clocks the output clock and activates the,
accunulator and clocks the output registars.
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Appendix I. Flow Chart and Coded Program
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TORTRAN IV Y02.5 Tue 08-Dec=83 0Q:00:00 PAGE 00!
C PRCGRAMMER. Michae! D. SaKahara
c .
€C DATE! November 13, 19863
c
0001 PRAGRAM ADART s
C THIS PROGRAM IMPLEMENTS AN ADARTIVEZ FILTIR ALGORYTHM, THE FILTER
C IS IMPLEMENTED IN THZ 2EGINING OF THE 2ROGRAM AND THE USER INPUT
C PORTION OF THE PROGRAM APPEARS AT THE =ND GF THWHIS PRCGRAM.
c
c
€ INSTRUCTIONS: WHEN ANSWERING YES TO ANY QF THE QUESTIONS, INTZR
c ANY VALID INTZGER, =UNWEVER WHEN SNTIRING NC SNTER A ‘-’ CGNLY.
c
c
c
Q002 DIMENSION WEIGHT(10C), INI(TONQ), IN2(SO00Q0O). ITAL(201), 24da(Z01)
0003 GCTO S
c
C ADD DELAY TO AVOID INTERRUPT FRQOM “EY20ARD
c
0004 23 DC 10C I=1, L0000
0003 100 CONTINUE
00086 DO 110 I=1,3000
0007 INL1(I)=O
0008 CIN2¢(I) =0
0008 110 CONTINUE
c . .
C GET NUMS SAMPLES FROM A/D CONVERTER
: Cc
0010 CALL XTSMPZ (NUMS, NC1,NC2,IN1,IN2Z)
c
C ADD DELAY TO AVOID INTERRUPT FROM KEYBOARD
c
0011 20 DO 120 I=t, 10000
0012 120 CONTINUE
0013 DO 130 I= NUMW+1,NUMS-NUMD
0014 " SUM=0.0
c
C IMPLEMENT FIXED WEIGHT FILTER
c
001°% DO 140 J=!,NUMW _
note SUMSSUM+WEIGHT (J)#INL(I=1)
0017 140 CONTINUE
0018 K=IN2(I+MUMD)
0019 QUT=2K-SUM
0020 WRITE (7,800) K,.CUT
0021 800 FORMA™T (1X,I18.G12.95)
c
C QUTPUT QF FIXEZD WEIGHT FILYSR TO D/A (INPUT, CLT2LT)
c
0022 CALL DAQUT(K,INT(QUT)Y)
c
C IMPLEMENT ADAPTIVE FILTER A 1§
c .

.........
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TARTRAN IV YO2.3 Tue 0O6-Dec~-83 QQIOG OO0 9aGZ Q02 _
Q023 S=ADAPTHCLT
Oo2e oC 180 =i, NUMW
302% WEIGHT ()= WEIGKT (J) +(=sInNiilI=lin
V028 130 CONTINLE
0027 130 CONTINUE
p0o2e CALL DAaJUuUT(G,0) -
002 READ (£,305) IANS
0030 IF ( IaNS .EG. O ) 3070 25
c
C 20T WEIGHTS ON STRIP CHART
c
0032 DO 160 I=1,NUMW
0033 IT (ABS (WEIGHT (I)) .37. WMAX ) WMAX= A28 (WEIGHT (1))
003S :80 CONTINUE
0Q3E WRITE (7,810) WMAX
0027 WSCL=2S00,0/kMax
0038 DO 185 I=1, NUMW
2039 WRITE (7,800) I, WEIGHT (I)
3040 TEMPsSWEIGHT (I) # WSCL + 0.%
d0ay CALL DAQUT (INT (TEMF), 0) "
0022 165 CONTINUE >
ST P e CALL DAGQUT (0.0Q) l{
c -
C PLOT FREQUENCY RSSPONSE OF FILTER (MAGNITUDE AND PYaSE) -
c . : —-—
odea ‘NF=200 . ‘ . -
Q045 CALL FREGMP (WEIGHT, NUMW, NF, REAL, 2a)
0045 RMAX=20,0
0047 2MAX=20.0
nNeg RMIN=10000.0
AL PMIN310000.0 o
Q050 DO 170 I= 1, NF
0QS! IS ( REAL(I) .GT. RMAX ) RMAX=REAL(ID)
003 IF ( REALC(Z) LT, RMIN )} RMIN=RSAL(I:
N0SS IF ( PHA(L) .GT. PMAX ) PMAXaOHAI{I)
0087 IF ( PHYA(I) LT. PMIN ) PMIN=9MHA(I)
00S3 170 CONTINUE
0060 RSCL=RMIN#(=1.0)
NOGB1 IF ( RMAX .BT. (->.0)*RMIN ) RSCL="™AX -
00832 PGCL=PMIN®S(~=1,0) g
0084 I ( PMAX GT. (=1.0)#PmMIN ) AGCL=OMAX R
D066 2SCL=T00,0/98C0 e
0067 RSCL=S00,0/’SCL -]
N0GE3 DQ 130 I=i, NF g
N0BS REAL(I)=(REAL(I)#RSCLI+0.5 -
3070 N1=INT(REAL(Z)) =
N07: PHA(I)=(PHA(I)#3SCL)~0.5 -
9072 N2aINT(PHA( D)) _af
0073 WRITE (7.810) REAL(I),PH4(2) .
0074 g§:0 FORMAT (1X,Gi2.%,1%X,G12.5) Y
Q07 CAL- DAGUT (NL,N2) Al6 )
0076 180 CONTINUE : 1
0077 CALL DAOUT (0, ) -
c
:'_m"-.' BTG R L A N - e e B e s e e e B
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CRTREN Iy WGZ. T Tue QB-Dec=83 QTIQQI00

078 NRITE (7,900)
G728 S00  FORMAT (1M, ’ANGTHER GG 1=NQ T %)
080G ISAD (F,205) rANS
081  S0S  TORMAT (I:i)
082 I (IANS .EG. 1) GGTZ 1000
oga 25 WRITE (7,5:0)
0SS 9:0 FORMAT (iX. ‘GET NEW INPUTS 7/,$)
055 READ (S,30%) IANS
0g7 WRITE (7, S1SH
088 915 FORMAT (iX, ‘RESET WEIGHT WECTOR 77,%)
0ge READ (S,30%) IANS:
1050 IF (IANS: .EQ@. 1) GOTC 30
092 O2C 1S0 I= 1, NUMW
0E3 WEIGHT(I)=0
084 130 CINTINUE
0gS 30 WRITE (7,820)
1088 920 FORMAT (¥, ‘NEWN ADAPTIVE CO-ZFFICIINT 77,%)
1087 READ (S, 305) IANSL
098 I7 (IANS1 .EG. 1) GCTO 40
Y100 WRITE (7, 32%)
1101 925 FSORMAT (1X, ‘INPUT NEW ADAPTIVUE WEIGRT CCEFTICIENT :’.8)
1102 READ (S,930) ADAPT
)103 930 FORMAT (G14.7) )
Y108 a0 IF (IANS .E@. 1) GOTO 20
Y108 GCOTO 10
c
C ACTUAL BEGINNING OF PROGRAM ( FIRST RUN )
c
107 SO WRITE (7,93%)
Y108 935 FORMAT (1X, ’‘ENTER CHANNEL NUMBER OF NOISE SCURCE :’.$)
108 READ (S,940) NC:
3110 NC122%G#NCi+i5
31ee WRITE (7,936)
)112 936 FORMAT (1X, ’'ENTER CHANNEL NUMSER OF NGISS+SIGNAL :’,3%)
113 READ (7,940) NC2 :
y1i8 NC222%6#NC2+16
111 WRITE (7,937} -
)1.58 937 FORMAT (X, ‘ZNTEZR NUMSER OF SAMRLIS ! /.3) S
yei? READ (T,940) NUMS L
Y118 840 FCRMAT (IF) S
Y1:E WRITE (7,2%0) N
)120 980 TORMAT (:X, ‘TNTIR NUMESR OF DILAYS TTI SILTER I, %) P
1.2 READ (S,520) NUMED 1
.22 NUMDaNUMD-1 o
1123 WRITZ (7, 355) o
2124 35S FORIMAT (i¥, 'SNTER NUMBER OF WEIGH™S URTO 100 1,8} -
)12 READ (£,940) NUMW -
1126 IANS=20
27 gaTa 30 Al7
)128 1000 CALL DAGUT(0,0) R
129 STCP ]
3520 END 88
N
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IRTRAN I Storasge Ma= for “roaram Uni:t ADAPRT

ocal 'Yariahles, .PSECT 3COTA, Size = QOS3:T4 (1:08Z. weras)

ame Tepe (QFFsay, Name Tyere QfFset vame Tvre (QfFse-
DAPT R=»a OFT20S2 o =4 03045 : Ix2 QS20LE
ANS I42 OT3Z05E6 Iang: I#2 Ng3132 4 Ia2 Q830356
T2 QS3040 NCL I#2 QE3022 MC2 T2 QS302a
F I#2 0T3074 NUMD T#2 nT3030 NUMS I»2 053020
UM I42 083026 Nl I#2 083126 N2 a2 0S3130
U R#+2a 083042 amAaX ea 053102 L DY R#& 083112
oo R*d 053122 RMma N R+a Q83076 RMIN R#a 083106
sCuL R+& 03116 Sum R*a 082032 TEMS R#l OT3I070
MAX Red 083060 WSCL R#a 0530864 .

ecal and COMMON Arravs.:

ame Tyma Section OFFset =—d-—a-Sizp=~——- Dimansions
N1 Ie2 S$DATA 00QB20 023420 ( TOQN,) (3000

N2 T#2 3DATA 024240 Q023420 ( FOQ0.) (5000

=4 R+4 sDATA 051324 00Qi44s ¢ 402.) (201

caL R4 sDATA ND&E78B0D 0Ql4é44 ¢ 4QZ.,) (2G1)
EIGHT R#4 $DATA COOVA0  VONE20 ( 200. (100)

udroutines, ~Functions, Statement and Processor—Defined Functions:
ame Tvee Name « Tree Name Tyme Name . Tyoee Name =~ Tvee
8s R#4 DACQUT R#4 FREQMP R#a INT I22 HTSMPZ R=#4
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VARIABLE LIST

'- 1'1}1-".".'.
R B
PERIRRP I S

ADAPT- Adaptive coefficient
H - Product of the filter ocutput and adaptive coefficient
I - Pointer for Lo loops
IANS - Variable for responses from the keyboard RN
IANSl~- Variable for responses from the keyboard e

P

J - Pointer for Do loops S
K - The present input value with delay accounted for o )
NCl - Address pointer for the channel of the nolise source

P4

o]

[N}
[}

Address pointer for the channel of the signal + noise source )
Number of frequencies between 0 and fs/2 the frequency spectrum o
of the weight vector is calculated .

4
n
[}

NUMD - Number of delays in the filter g
NUMS - Number of samples taken -
NUMW - Number of weights in the filter A
N1l - Integer value of array REAL scaled between 0 and 500 ]
N2 - Integer value of array PHA scaled between 0 and 500 j
OUT - Filter output p
PMAX - Maximum value of the array PHA ]
PMIN - Minimum value of the array PHA g
PSCL - Factor required to scale array PHA to range from 0 to 500 s
RMAX - Maximum value of the array REAL
RMIN - Minimum value of the array REAL .
RSCL - Factor required to scale the array REAL to range from 0 to 500 R
SUM - Summation variable for the fixed filter o
TEMP - Scaled value of the array WEIGHT
WMAX - Maximum value of the array WEIGHT SR
WSCL - Factor required to scale the array WEIGHT to range from 0- to 500 =
ARRAY LIST

IN1 -~ Input array containing noise samples (5000) .
IN2 =~ Input array containing signal + noise samples (5000) .
PHA ~ Phase values of the frequency spectrum of the weight vector (201)
REAL ~ Magnitude values of the freguency spectrum of the weight array(201)
WEIGHT- Weight vector ( 100 )

dadee b bnd a0

al9
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C4

WA(k+1) = Wlk) + u¥S(k-i)
. .

where wLare the N weights, u is the adaptive gain coefficient, Y
is the last output of the system, and S are the reference inputs
(Ng). The sequence of four instructions that performs this
operation are:

ZALH *

MPY 68

APAC

SACH *.

ZALH *

MPY 67

APAC

SACH *-

ZALH *

MPY 66

APAC

SACH *.

etc.
The ZALd * instruction zeroces the accumulator and loads the
contents of the data memory‘location pointed to by the current
auxiliary register (set to point to the weights) into the upper
16 bits of the accumulator. The MPY multiplies the contents of
tne data memory location (location 68, 67 ... contains the past
reference inputs) by the T register (which contains the adaptive
gain coefficient and output product uxY). The APAC instruction
adds the contents of the P register (result of last multiply) to
the accumulator and stores result in the accumulator. The SACH *-
instruction stores the upper 16 bits of the accumulator into the
data memory location pointed to by the current auxiliary register

(still points to the location of the Wweight) and the auxiliary

register is decremented.




C3

The tapped delay line portion of the program c¢alculates:
N
F(k)= Wk)S(k=-1i)
i=1 ¢

where F is the output of the adaptive filter, N is the number of
weights, S are the past N reference inputs, and W are the N
weights. This can be implemented with a sequence of two
instructions.

LTD 67

MPY *. '

LTD 66

MPY *.

LTD 65

MPY 2

etce.
The LTD instruction places the contents of the data memory
location (locations 67, 686, ... contain the past reference
inputs) in the T regiéter to set up for the next multiply, add
the result of the last multiply which is in the product register
to the accumulator, and shifts the data memory to the next data
memory location( contents of location 67 would be placed in 638).
The MPY *. will multiply the contents of the T register by the
contents of the data memory that the current auxiliary register
points to (it is set up to point to the data memory containing
the weights) and then decrement the auxiliary register to point
Lo the next weight.

The adaptive filter portion of the program uses a series of

four instructions. The new weights are calculated by:
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Figure 2 shows a flow diagram of the a TMS-~320 program that
performs the adaptive noise cancellation. The program begins with
an initialization portion to set up certain constants, In the
main loop, there are several steps performed. First a reference
input (Ng) is read. Next the tapped delay line filter is
performed. The output of the system is next computed and
transferred to the output port. Then the signal plus noise input
(S +N,)is read. Finally, the filter weights are adaptively
adjusted. This loop is performed once every sampling period.
Delay loops are also part of the loop to control the sampling
rate. To show the power of the TMS-320 instruction set, the

adaptive filter portions of the program are explained.

INITIALIZATION

7
R

READ REFERENCE
INPUT

|

PERFORM TAPPED DELAY
LINE FILTER

L
COMPUTE OUTPUT

L

READ REFERENCE PLUS
SIGNAL INPUT

7 R
UPDATE FILTER WEIGHTS : '

T -

]

4
PRI ED” G NN

Figure 2. Flow diagram of adaptive noise cancellation
program.

..................




Appendix C. -
Implementation of an Adaptive Noise
Cancellation Algorithm on the TMS-320
An adaptive noise cancellation system has been developed on
the Texas Instruments TMS-320. A block diagram of the system is
shown in Figure C1. The TMS-320 can implement a 68 weight
adaptive filter operating at a sampling frequency of 10.7 kHz.
The TMS-320 has an instruction set tailored to do digital
signal processing. With its 200 nsec instruction cyecle, it
beqcmes a very powerful processor for applications such as this.
The program to do the adaptive noise cancellation only requires
six instruction per weight or 1.2 usec plus the overhead needed
to do input, output, and minor data man;pulations. The maximum
number of filter weights that thé TMS=-320 Ean support without _ -

major hardware modification is 68.

1
- /s
Signal + Noise ———e—{ Delay bW > Cutput
S + N, —y
Pad
7
Noise e Adaptive
No Filter
[ Error
Figure C1. Adaptive Noise Cancellation System. R
cl




Enclosure 3 to Appendix R Assarbly language sampling subroutine called from
rain program. (Also used witk programs in Arverdixes E and T.)

+TITLE XTSMP2Z
GLOBL XTSMP2

8. B. PETERSON 17 NQV 83

SUBRUUTINE CALLED BY "“CALL ATSMPZ(N,N1,NZ,IX1,IX2)". N= # OF
SAMPLES IN EACH OF CHANNELS NC1 AND NCZ,(N13ZTB»NCi+16 £TC.)
AND IX! AND IXZ ARE THE RETURNED DATA VYECTORS.

MAXIMUM TRIGGER RATE IS 21,000 SAMPLES/SEC (10,500 PER CHANNEL)

%8 N8 wE ws wp VI e

I10C=170400 tADDRESS GF A/D IIONTRGL REGISTER
I0I=170402 'ADDRESS OF A/D OQUTPUT REGISTER
XTSMP2: TST (RS)+
MOV R(RS)+,R0O TRO = # 1F SAMPLES
MOV @(RS)+,R1 IR1 = N1
MOV @(RS)+,R2 'R2 3 N2
MOV (RS)+,R3 fR3 = STARTING ADDRESS OF DATA WECTOR IX1
MOV (RS)+,R4 tR4 = STARTING ADDRESS UF IXZ :
MOV R1,@#I10C TENABLE EXTERNAL TRIGGER, SET ADD TO CH NCit
LooP: BIT #200,@#I0C TEST DONE BIT
BEQ@ LOGQP
MOV @#I0I.RS JRESET DONE BIT, THROW AWAY DATA
TEST1: BIT #Z00,@8#I0C :TEST DONE 3iT
BEW TEST! TwRIT AND TEST AGAIN IF NOT SET
MOV R2,@#10C 7SET ADDRESS 7O LLH NWNCZ

MQY @I01,\R3)+ READ A/D AND PUT IN MEMORY
LO0P2: BIT #200,@#I0C :'TEST DONE BIT
BEQ LOQP2 .

MOY R1.8#I10C - 7SET ADDRESS 70 CH NCiI

‘MOU @#I0I,(R4)+ READ CH NC2

DEC RO

BNE TEST! 'CHECK 7O SEE IF N SAMPLES HAUE BEZN TAREN
RTS PC 7IF S0, RETURN

END

TN
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PR IR Y T

PYSVRRF U S Y Y




. TR - - > - v . - - Al Sl A A M I A

Enclosure 2 to Apperdix B

nv o O. QETTENRMN T N 0N

n :
g Al s
2 SHOAQUTIME AN QL UTME CIMI_TANEOUES L TNEAR ALGEIRATLC
c EQUATIOMS LSTMI 3ALSS SLIMINATION wITH Rl STUITING,
c
c EoOM CCIRCUTT TUESDRY, A COMPUTATIAMAL APSORQACH" QY <, W,
c NIRECTOR, PAGE Z:!.
c
c Eapm (OF CALL IS:
c CALL BAUSS
C THE MVM MATRIV A, THE M HECTQER ©. THE M UECTOR ¥ AMD THE DImMeEMNSTIQN
c N MJET BE CCOMMIMN VARIABLES. :
C
SUBRQOUTIME GAUSS
CaOmmOM A(44d.a4),.8c4a} .M
DO T T=t.N
112141 -
I (ABS(N(T IY)Y LE, L . BE=t2) 30 TO !
GO0 TO T
1 COQMTIMUE
IF (I.EQ@.M) GQ TO !0
DO ta J=Ti M
TF (ARSINCY. 1)y LS, L, E=10 GO TO 14
TP
GO "0 6
14 COMTIMUE
GQ TO 1o
5 0O 2 ¥%=t.M . . :
PI=ACIPTIL,K) A » : .
ACIPTI KY=ACT FY ¢ -
2 TACLLK)2RTY
Prit-g(IPIM
9(IPIMYaB (]}
g/Iy-arn
1= IF (1.EQ.M) GO T 2
ne 2 J1=Ii M
e YRS EREY . F SN ERICH VS
QiTy=8ir ‘AT D)
DO T J=It. M
0Q 4 -7 M
a M YA S =) 1, T ane T
= Qi V=801 =20 A T
2 O YR My M A
Lo e p-2 ™ :
Tesiel .
jaln BER A A ] - 4
7 SUM=SUM+ALI. J)~B80 1) -
5] Bz IV =SUM
GaQ TO 1!
0 NRITE:?. ) S
] FORMAT (* SQUATIOMNS ARE LIMENRLY DEDPEMDEMT /) o
€TOP -1
11 PETURNM e
END RS
]
.‘l
-3
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13923

18590
2009

2100
2200
2300

3000

Enclosure 1 to Appendix B

DO 1925 ILOOP= 1 ,NLOOP
CONTINUE

PLOT QUT DATA

CALL DAQUT (IXL(I+N/2),INT(QUT))
FORMAT (ZI7,F10.2)
CONTINUE
WRITE (7,2100) AVG/ (NS-=NT+1),ARIN/AUG
FORMAT (' AVERAGE QUTPUT SGQUARED’.F14.Z,
WRITE (7.2200)
FORMAT (’ NEW DATA, SAME WEIGHTS? 1=YES,
READ (3,2300) IFLAG
FARMAT (18)
IF (IFLAG.EG.0) GO TO 1030
CALL XTSMPZ(N,NC1.,NCZ,IX1:1IXZ)
GO TO 1600
STOP
END

e et S oevodseioeche oot domdoudamde sl el o b
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0= NO )
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1000
1030
1100

1200

0oocn

1223
1235
1240

1250

1280
1300

oo oon

1400
1500
1600

900

o000 000 o000~

Enclosure 1 tc Appendix B

CONTINUE

WRITE (7,.1100)

FORMAT (‘ NUMBER UOF WEIGHTS.NUMBER UF DELAY LGUPS’)
READ (5,1200) N.NLOOP

FORMAT(216)

IF (N.GT.70) GO TO 3000

CALCULATE A & B FOR GAUSS SUPRUUTINE

DO 1300 J=1.,N
DO 122% K=i{,N
IF (IFLAG.EG.0) GO TO 1240
ID=IABS(Jj=")+}
A(J,K)=C(ID)
WRITE (7,1230) J/K,A(J,/K)
FORMAT <’ AC(’,I12,°,',12,') = ‘,EL12.9)
B(J)=0.0
DO 1250 I=1,NS+1-NT
B(J)=2B(J)+FLOAT(IX2(I+J=1))#FLOAT(IXL1(I+N/2))
IF (IFLAG.EG.O) GO TO 1300
WRITE (7,1280) J.B8(J)
FORMAT (' B(',I12,’) = ’,EL12.9)
CONTINUE

USE 13AUSS ELIMINATICN SUBRUUTINE TO CALCULATE OPTIMUM WEIGHTS

CALL GAUSS

PRINT QUT WEIGHTE -

DO 1400 J=1,N
WRITE (7,1500) 4.8(J)

IZONTINUE

FORMAT (IG,F13.7)

AUGaY, 0

CALCULATE FILTER UQUTPUT USING QPTIMUM WEICHTS

DO 2000 I=21,NS+1-NT
QUT=2FLOATC(IXLI(I+N/2))
DO 1800 J=1i,N

QUT=QUT=-B8(J)#IX2(I+J~-1)

CONTINUE
CALCULATE QUTPUT PQWER
AUG=AVG+QUT »#2
PRINT OUT INPUT AND QUTPUT DATA
WRITE (7,1850) I,IX1(I+N/2).0UT

DELAY SO THAT STRIP CHART RECORDER CAN KEEP UP




oocaooooaooo0onO0o0o00n

000

100
200

500

B0O.

G630
700

850

200
920
830
940
950

990

READ (5,500) IFLAG
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Enclosure 1 to Aprendix B

PROGRAM QPTFIL

B. B. PETERSON 10 NOQV 33

PROGRAM READS IN TWO CHANNELS OF ANALOG DATA USING SUBROUTINE

XTSMP2. THE OPTIMUM WEIGHTS UF FIR FILTERS UF YARIOUS LENGTHS -
ARE CALCULATED USING A ONE SHOT LINEAR LEAST SGUARES TECHNIQUE.

THE AVERAGE POWER IN THE QUTPUT 1S THEN CALCULATED FOR EACH LENGTH.

ARRAYS:
IX1 & IX2 INPUT DATA FROM TWO MICROPHONES
A% B MATRIX AND WECTOR IN SQLUTION OF

SIm r - . - -
passeD NERYBRERNE T FRES et BrrB Do ANEweRS
IN THE SOLUTION OF AX=8)

c AUTOCORRELATION VECTOR OF THE REFERENCE
INPUT (IX2) USED TO CALCULATE A,

INTEGER IX1(3000),IX2(3000)
COMMON A(30,350),8(30) /N
REAL C(30)

INPUT PARAMETERS

WRITE (7,100)

FORMAT (‘' ENTER # SAMPLES,S+N LH,NOISE CH.LARGEST FILTER LENGTH’)
READ (S,300) NS,NCL1,NC2,NT

FARMAT (417)

WRITE (7,S500)

FORMAT (’ TYPE DATA? (12YES,0=NO)’)

FORMAT (14)

AIN=0.0

DO 700 J4=1,NT
C(J)=0.0

CONTINUE

DELAY BEFORE SAMPLING -

DO 850 I=1{,10000
CONTINUE
N1225G#NC1+16
NZ2=25G#NC2Z+16
CALL XTSMP2(NS,N1,N2,IX1,IX2)
IF (IFLAG.EG.0) GO TO 940
DQ 920 I=1,NS
WRITE (7,830) I,IX1(I),IXZ(I)
FORMAT (3I7)
DO 1000 I31,NS+1-NT
DO 990 J=1.,NT
ClI=CCI+FLOAT(IXZ2(I+J=))#FLOAT(IX2(I))
CONTINUE

CALCULATE INPUT POWER

AINZAIN+FLOAT(IX1C(I) ) #FLOAT(IX1(IN)

P Y )
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However,in the program (enclosure 1) because of the long time
required for the large number of calculations, they were set
equal which allowed the calculation of only one autocorrelation
vector (C). The longer the data set the more valid this
approximation is.

After the A matrix and the B vector are calculated, the
optimum weight vector is calculated using a Gauss elimination
subroutine (enclosure 2). The filter output was then calculated
using this weight vector and the ouﬁput energy compared to the
primary input energy.

The results were not impressive. Data from both the Luder
yawl engine and the gascline research were analyzed with minimal
reduction in noise power. In view of these results and others
obtained since, the explénatioﬁ of ﬁhe poor performance of the
adaptive early fiiters, was there iimited length and not

necessarily slow convergence.

............
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Repeated versions of equation B1 can be written in matrix form:
Y = P - RH (B2)
where P(k) = x,(k=-N/2) aqd Rey = xz(k-i). The total output
energy is given by:
E =Yy =pP'p -2 HRTP « 4TRTRH (83)

This energy is minimized by setting it's gradient with respect to
H equal to 0.
ViE = -2 87P + 2 RTRH = O (B4)
or AH = B s

T T

where A = R'R and B = R°P.

The elements of A and B are given by:

A,. = A

Data Set (BS)

By = :E. X5 (k+d) xq(keN/2)
Data Set

Essentially A is an N x N autocorrelation matrix of the reference
input and B is a N vector of the cross-correllation of the
reference input and the delayed primary input. Strictly speaking
Agg # A22 and A12 # A23 etc. because A,, contains one early

sample not in A22 and A22 contains a late sample not in A11.
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Appendix B

FORTRAN Program to Calculate Optimum Filter Weights

In the LMS adaptive noise cancellation scheme the weights of
the adaptive filter are adjusted to minimize the output power.
In previous FORTRAN implementations of the LMS algorithm, the
filter was found to ineffective in canceling engine noise. It
was felt this may be due to the weights not converging within the
space of the data set. Using off-line parameter estimation
techniques it is possible to calculate the optimum fixed weight
filter for a given data set, and then analyze this filter using
the data set. The filter is optimum in the sense that the
remaining output power for the data set is the minimum of all

possible weight vectors. The filter is illustrated fn Figure B1.

+
X1(K) e Delay N/2 2 >y (k)

Fixed Weight
——————
x5 (k) Filter

Figure B1

For a fixed weight vector H, the filter output, y(k) is given
by: N1

y(k) = x (k=N/2) = " by x(k=1) (B1)
i=0
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The monitor on the TMS-320 development system allows

-, .

assembly language programs to be down-locaded from another
computer. It then assembles the program into its machine code for
execution. To analyze the effects of various numbers of weights,

sampling frequencies, and adaptive gain coefficients would

require many modifications to the assembly language program. To
make these modifications easy, a BASIC 7 program was developed on
the Dartmouth Time Sharing system to generate TMS-320 assembly
code. The program is interactive in that it asks for the number
of weights, sampling frequency, and adaptive gain coefficiert. It
produces straight line code so the time spent on the tapped delay
line filtering and weignht adaptation is minimized. There are
delayv loops added to the code to provide a range of sampling
frequencies. Enclosure C1 is a listing of the Basiclprogram.
Enclosure C2 is a listing of the assembly language code.produced
by this program for a 10 weight filter,

This system has been implemented to cancel engine background
noise in voice communications. Table C1 summarizes the amount of
noise reduction for various numbers of weights, sampling
frequencies, and adaptive gain coefficients. The amount of noise
reduction is calculated by comparing the RMS voltage of the
signal plus noise input to the RMS voltage of the output. Anti-
aliasing filters set at half the sampling frequency were usad on

both input signals.
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From the data shkcwn in Table C1, it is c¢lear that the amount
of noise reduction is improved by increasing the number of filter
weights., At the higher sampling rates, there in very little noise
reduction. At the lower sampling frequencies the noise reduction -
is even more apparent ( 8 dB at 2 kHz.). This indicates that to
achieve the same amount of noise reduction at a sampling
frequency of 10 kHz would require five times more weights or on
the order of 300 weights. Also there is an apparent increase of
signal reduction when the adaptive gain coefficient is increased.
This is not only an increase in noise reduction; but, because the
filter is adapting so quickly to the signal, it is also canceling
some of the desired signal and not just the noise.

The noise cancellation system only performed marginally in ]
the‘engine noise application at useful sampling.frequencies: To . o
improve the performance would require a processor capable of
implementing more weights. The next generation of TMS-320 may
have this capability. This work has shown that adaptive filtering

with a maximum of 68 weights is realizable for speech processing

and may have other applications.
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t] Sampling Number of Adaptive Signal

- Frequency KHz Weights Gain Reduction dB
10 68 14 3.5
10 68 12 2.6
10 68 10 2.4
10 68 8 1.4
10 68 6 *
10 50 14 3.2
10 50 12 2.3
10 50 10 2.3
10 50 8 1.5
10 50 6 bl
10 30 14 2.5
10 30 12 1.9
10 30 10 1.9
10 30 8 1.5
10 30 6 *
5 68 14 2.4
5 68 12 2.4
5 68 10 2.1
5 68 8 -.8
5 68 6 *
5 50 14 2.1
5 50 . 12 2.2
5 50 10 2.2
5 50 . 8 0.0
5 50 6 *
5 30 14 1.9
5 30 12 1.9
5 30 10 1.9
5 30 8 0.9
5 30 6 *
2 68 14 8.4
2 68 12 . 7.9
2 68 10 6.0
2 68 8 0.6
2 68 6 »
2 50 14 6.4
2 50 12 5.6
2 50 10 4.9
2 50 8 0.4
2 50 6 -4
2 30 14 2.4
2 30 12 2.4
2 30 10 2.1
2 30 8 -.8
2 30 6 *

(* - Did not track)

Table C1. Test results of Noise Cancellation System.




Enclosure 1 to Appendix C

100 !
110 ! PROGRAM NAME: ADAPT-F (ADAPTIVE FILTER)
120 ! VERSION 4
130 !
: 140 ! PROGRAMMER: K. U. DYKSTRA
150 !
| 160 ! DATE: 20 SEPT 84
170 1
180 ! THIS PROGRAM PRODUCES THE ASSEMBLY LANGUAGE ADAPTIVE
190 ! FILTER PROGRAM FOR THE TMS-320 EVALUATION MODULE. IT
200 ! CAN BE USED IN CONJUNCTION WITH THIS MODULE TO DOWN
. 210 ! LOAD THE ASSEMBLY LANGUAGE PROGRAM. 4 TAPPED DELAY
Voo 220 ! LINE ALGORITM IS USED FOR THE ACTUAL FILTERING. THE
230 ! WEIGHTS ARE ADJUSTED USING A LMS ALGORITHM. INPUTS
280 ! ARE NUMBER OF WEIGHTS, SAMPLING FREQ, ADAPTIVE
COEFFICIENT.
250 ! THE CODE THAT IS PRODUCED IS STRAIGHT LINE CODE WITH
260 ! NO LOOPING FOR MAXIMUM SPEED.
270 !
280 ! DATA MEMORY ASSIGNMENT
290 !
300 ! 0-68 REFERENCE INPUTS
310 ! 69 CHANNEL 1 CONTROL
320 ! 70 CHANNEL 2 CONTROL
- 330 ! 71 MASK FOR INPUTS
. 380 t 72 MASK FOR OUTPUTS
350 ¢ 73 FILTER OUTPUT i
360 ! 74 SIGNAL + REFERENCE INPUT
370 ! 75 OUTPUT
380 ! 76-143 FILTER WEIGHTS
| 390 !
'] 400 ! INPUT NUMBER OF WEIGHTS.
410 !
412 DO

414 LET ERROR = O

420 PRINT "ENTER NUMBER OF WEIGHTS (1-68)."

430 INPUT NWTS

432 IF NWTS < 1 OR NWTS > 58 THEN LET ERROR = 1

434 LOOP UNTIL ERROR = 0

440 1

ugo ' INPUT SAMPLING FREQUENCY .

460 !

470 LET LOWF=1/(.0002%(37+(6*NWTS)+(20#256))) :

472 LET HIGHF=1/(.0002%(37+(6*NWTS)+20)) :

474 IF HIGHF > 15.6 THEN LET HIGHF = 15.6 -

476 DO :

478 LET ERROR = 0

480 PRINT "ENTER SAMPLING FREQUENCY (";LOWF; " TO ";HIGHF;"
KHZ)."

490 INPUT FREQ

495 IF FREQ < LOWF OR FREQ > HIGHF THEN LET ERROR = 1

496 LOOP UNTIL ERROR = 0 3
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500
510
520
530
532
534
540
550

560
562
564
570
580
590
600
610
620
630
640
650
660
670
630
690
700
710
720
730

750
760
770
780
790
800
810
820
830
840
850
860
870
880
890
900
910
g20
921
922
923
930
340
350

Ll Sad Biaee St e 4

LET DELAY=INT(((1/(FREQ*.0002))-33-(5*NWTS))/20)

LET AFREQ=1/(.0002*(37+(6*NWTS)+(20*DELAY)))

PRINT "SAMPLING FREQUENCY = ";AFREQ;" DELAY = ";DELAY

1

DO

LET ERROR = 0

PRINT "ADAPTIVE COEFFICIENT = 1/(2%*(16-N)), ENTER N"

PRINT "IF YOU WANT TO DOWN LOAD END WITH <CTRL C> ELSE

<RETURN>"

INPUT COEF :

IF COEF < 0 OR COEF > 15 THEN LET ERROR = 1

LOOP UNTIL ERROR = 0

!

! SET UP DATA CONSTANTS

1

PRINT ">"

PRINT " AQORG O"

PRINT " B BEGIN"

PRINT " NOP"™

PRINT " NOP"

PRINT " DATA >TFFO"

PRINT " DATA >8000"

PRINT "BEGIN LACK un

PRINT * TBLR 71"

PRINT " LACK 5"

PRINT " TBLR 72"

PRINT " LACK 3»

PRINE © SACL 69"

PRINT " LACK >83"

PRINT " SACL 70"

PRINT " SQvM"

PRINT " LARP 1"

!

! INPUT REFERENCE INPUT

1

PRINT "LCOP OUT 69,0"

PRINT " NOP"®

PRINT " NOP"

PRINT " IN 0,2"

PRINT " ZALS T

PRINT " XOR O" . .
PRINT " SACL o" e
! Y
! DELAY FOR SAMPLING FREQUENCY 2
]

PRINT " LARP Q" )
PRINT " LARK 0,";DELAY ]
PRINT "D1 NOP" o
FOR I = 0 7 S
PRINT " Nop* NN
NEXT I o
PRINT " BANZ D1"

' -
! PERFORM TAPPED DELAY LINE FILTER -
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960 !

.970 PRINT " ZAC"

975 PRINT " MPYK Q"

980 PRINT " LARP 1"

99Q PRINT " LARK 1, 143"
1000 FOR I = NWTS - 1 TO O STEP 1
1010 PRINT " LTD ";1
1020 PRINT " MPY ®*.v
1030 NEXT I

1040 PRINT " APAC"

1050 PRINT " SACH 73%

1060 !

1070 ! QUTPUT = SIGNAL&REF - FILTERED QUT?PUT
1080 !

1090 PRINT " LAC T4

1100 PRINT " SUB 73"

1110 PRINT " SACL 75"

1120 !

1130 ! COEF*QUTPUT > T

1140 !

1150 PRINT " LAC 75,";COEF
1160 PRINT " SACH 73"

1170 PRINT " LT 73"

1180 !

1190 ! QUTPUT

1200 !

1210 PRINT " -ZALS 72" .

1220 PRINT * AOR 75"

1230 PRINT " SACL 75"

1240 PRINT " QuT 75,2"

1250 !

1260 ! INPUT REFERENCE&SIGNAL
1270 !

1280 PRINT * ouT 70,0"

1290 PRINT " NOp™

1300 PRINT " NOPp™

1310 PRINT " IN 74,2"

1320 PRINT " ZALS 71"

1330 PRINT " XOR 74"

1340 PRINT ™ . SACL Tur

1350 !

1360 ! DELAY FOR SAMPLING FREQUENCY
1370 !

1380 PRINT " LARP O

1390 PRINT * LARK 0,";DELAY

140C PRINT "D2 NOP"
1401 FOR I = 1 TO 7

1402 PRINT " NOP™ B
1403 NEXT I .
1410 PRINT " BANZ D2" e
1420 PRINT " LARP 1" ]
1430 PRINT " LARK 1,143

1440 1 |

1450 1 PERFORM ADAPTIVE PART

N R
. o
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1460
1470
1480
1430
1500
1510
1520
1530
1540
1550
1560

FOR I = NWTS-1 TO O STEP -1
PRINT » ZALH #»
PRINT " MPY ";I+1
PRINT " APAC"
PRINT " SACH *-n

NEXT I

PRINT " B LooP"

PRINT " END™

PRINT "<

END




Enclosure 2 to Appendix C

ENTER NUMBER OF WEIGHTS (1-68).
2 10
ENTER SAMPLING FREQUENCY ( .958405 TO 15.6 KHZ).
7 10.0
SAMPLING FPSQUENCY = 10.0604 DELAY = 20
ADAPTIVE COEFFICIENT = 1/(2%*(16-N)), ENTER N
IF YOU WANT TO DOWN LOAD END WITH <CTRL C> ELSE <RETURN>
2 12
>

AORG 0

B BEGIN

NOP

NOP

DATA >7FFO

DATA >8000
BEGIN LACK 4

TBLR 71

LACK 5

TBLR T2

LACK 3

SACL 69

LACK >83

SACL 70

SOVM

LoopP OUT. 69,0

LARK 0, 20
D1 NOP
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MPY *. _

LTD 6

MPY #*.

LTD 5

MPY *.

LTD 4 -

MPY *. y

LTD 3 -

MPY *.

LTD 2

MPY *.

LTD 1

MPY *-

LTD 0

MPY *.

APAC

SACH 73

LAC 74

SUB 73

SACL 75

LAC 75, 12

SACH 73

LT 73

ZALS 72

XOR 75

SACL 75

QUT 75,2 -

ouT 70,0 >

NOP

NOP

IN 74,2

ZALS T

XOR 74 -

SACL 74 -

LARP O

LARK 0, 20 AR
D2 NOP T

NOP

NOP

NOP

NOP

NOP

NOP

NoP

BANZ D2

LARP 1

LARK 1,143 1

ZALH *# ]

MPY 10

APAC

SACH *- *

ZALH * 1

MPY 9

APAC 1
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SACH
ZALH
MPY

APAC
SACH
ZALH

Q0 * ¥

~ *

APAC
SACH
ZALH
MPY

APAC
SACH
ZALH
MPY

APAC
SACH
ZALH
MPY

APAC
SACH
ZALH
MPY

APAC
SACH
ZALH
MPY

APAC
SACH
ZALH
MPY

APAC
SACH *-
B Loop

END
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Appendix D.

Notch Filter Analysis and Results

In (1] and (2] it was pointed out that when the reference
input (xa(k) in Figure D1) is periodic in the length N, of the

adaptive filter, the result is a notch filter from x1(k) to y(k).

X (k) *+

Z - y(k)

¥

xz(k) ‘ Adaptive'

Filter

Figure D1
Because the background noise due to an engine is quite periodice,
it follows that any reference that contains all the harmonics of
the engine noise should suffice. A periodic reference input
consisting of one "1" followed by N=1 "0"'s i.e.

1 for k

xz(k) mN (D)
= 0 for k = aN
where N is both the number of samples per period of the engine

noise and the number of filter weights and m is an integer not

) §

o
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D2

anly contains all these harmonics but also makes possible

implementing a filter of large N in real time.

The filter and adaptive algorithm equations now become:

N=1
y(mN+i) = x1(mN+i) - ZE' hj(mN+i) xz(mN+i-j) (02)
j=0
= x,(mN+i) - hi(mN+i)
and
hy ((m+1)N+1) = h, (mN+i) + a y(k) (D3)

Because the algorithm requires cnly one subtraction, one addition
and one multiplication per sample period, it c¢an be implemented
very efficiently with the order, N, limited only by memory.
Further, if a = 2™" the multiply can be accomplished with right '
shifés allowing implementation on a general purpose
microprocessor.
Equations (D2) and (D3) can be written using z transforms:
1(2) = X,(z) - Hi(z) (D4)
2V H (2) = H (2) - a ¥(2) (D5)

Combining (D4) and (DS5) results in the transfer function from

x1(k) to y(k):

Y(z) = zN -1
X, (2) N - (-2 (D6)
P
The N zeros of (D6) are on the unit circle at ej21rk/N, k=0 %o N=- -

1 and each zero has a corresponding pole at (1-a)1/N ejz’rk/N. A :?f
pole=-zerg plot for a = 0.5 and N = 20 is shown in Figure D2. The

actual filter implemented had a = 0.25 and N = 400. Each pole 3(!
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was therefore at a radius of 0.999281. Figure D3 is a small

section of the pole-zero plot for this case illustrating the

seven poles and zeros nearest z=1. The net effect is a notch

filter with a notch at each harmonic of xz(k). The width

(distance between -3 db points) of each notech is approximately:
a f a fo

S -

N w

where fs and fo are the sampling and fundamental frequencies
respectively. For N = 400, a= 0.25 and fs = 7 kHz, the notches
are 1.4 Hz wide and adjacent notches are separated by 17.5 Hz.
This frequency response is impossible to verify using our analog
spectrum analyzers. Figure D4 shows the output spectrum for N =
160, a = 0.25 and fs = 40 kHz. The input was a sinusoid swept
from 20 Hz to 10 kHz. The notches are 19.9 Hz wide and spaced at
250 Hz intervais. The slight rolloff at hig? frequencies is due
to the hold function.of the D/A converter.

If the output of the filter is taken at the output of the
adaptive filter before the summer, the resulting filter is a
recursive comb filter passing only those components of x1(k) that
are periodic in N samples. Similar non-recursive comb filters
that exploited the periodicity of the speech waveform to
eliminate white background noise were proposeq in (3] and (41,
These filters Jere adaptive in the sense that the period of the
filter was continuously adapted to match the period of the speech
waveform. This type of filter is also the digital version of the
analog waveform eductors of many years ago.

if xz(k) is an arbitrary pericdic signal with a period of N
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Enclosure 1 to Appendix E

ORQGRAM ADRFDIS

8. 8., PETERSCN

SRQGRAM TQ IMPILSMEMT ADARTING oI TER TN FREQUCMCY DOMAIN
USING WEIGHTED LEAST SQUARESE ADAPTIVE AL GIRITWUM

REFI ™. DEMTING, (. MCCCOL, & 2. WIDROW, "ADAPTIVE =7
IN THE FREQUEMCY DOMAIM", PRCC IESE, WCL.EE,MC, :Z. T
MAXIMUM GIZE OF CACH SLQCY OQOF DATA IS S:2

TeD

c =

\‘IG

in i~
R

DIMENSION NL(2T7),YLI(2T7),N2(257) ¥2(257) . M0(2T7) . Y0 (257
CIMENSICOM WR(S12),WI(S12}) ,¥H(ZSE!,YH(ISE),P2(286G),CR(25S)
DIMEMSION CI(2SE)

INTEGER I1(S120),I2(5120)

JARIABLES

X1 & Y! PRIMARY IMPUT (BOTY TIME AND FREQUEMCY DAMAIN DATA)D
Y2 & Y2 REFERSNCE INMPUT

MO & YO QuTeuT

MHO& YH NEIGHTS 2F ADAPTIVE FILTER (FRECUEMNCY DOMAIN)

WR & WI TABLES OF COSIMES AMD SIMES

11 TIME DOMAIMN PRIMARY TMPUIT

I2 TIME DOMAIN REESIENCE IMPUT

CALCULATE YECTORS NF SIMES AND COSIMES

NMAN =S 12 '
TPCM=26.282318/CLOAT I MMAND
DO 3 I=:,NMAX
PU=FI_OAT((T=1))»TDOON
WR(I)=2C0S (oW
ESSERT AR

CONT INUE
TMPUIT SARAMETERS

WRITE 7,1

FORMAT ¢ MEW DAT(L=VY),ZER NT,# SAMP.BLX S2.CY #S,ADP GAIM‘)
READ (T,20) IFL,IFZ/,N,MN.NCL1,NC2.:G

FORMAT (616,710.8)

NW=2seMiy E
OMG=1,0-G .
IF (IFt.NME, )

Ve b
0
[w]
-‘
o
'
O
D

N1 = 2T6#NC: + 18
M2 = ZTBeNC2 + 1B

IMSERT DELAY QESNRC cAMBL_INMG 1

DQ 32 !=1,20000

CONTINUE

CALL XTSMPZ (M, ML, M2,I1, 120
MWZ = MW/Z

IF (IFZ.E@.2) GO 7Q S0

Ak




results are subtracted from X1(f), giving the FFT of the output,

which is then iaverse transformed to realize the time domain
output. The data is processed in blocks of N (=2n) points.

Since each complex element of Y(f) is a function only of the
corresponding coefficient of H(f) and not the entire vector the
adaptive algorithm can be made to have much more efficient and
predictable convergence properties. Therefore, unlike thne time
domain problem, when doing off-line processing on the L3I-11/2
with long filter lengths but limited data storage, in the
frequency domain filter one can be assured the weights will
converge within the data set. Also, because of the efficiency of
the algorithm, the data can be processed in reasonable time.

In the FORTRAN implementation (enclosure 1) the complex LMS
algorithm proposed in [6] has been changed to a'weightqd least
squares algorithm .-for more efficient and predictable convergence
properties. Each element of H(f) is the best least squares
astimate with the input data exponentially weighted. The filter
can therefore track time varying parameters with the time

constant of the ewxponential weighting.




Appendix E.

Frequency Domain Adaptive Filtering

A fundamental problem in both real time implementation and in
off-line analysis of adaptive ncise cancellation is that the
filter length is severely limited by memory, processor speed, or
both. A%t the expense of much more complicated software, digital
filters, including adaptive filters, can be implemented more
efficiently in the frequency domain than the time domain. The
hasic structure of a frequency domain adaptive noise canceler,

proposed in 5] is shown in Figure E1.

) . - -1 E
Primary input FFT + FFT S
Y oineur o ) — -
x4 (k) X, () - Y(f) y(k) e
Reference input FFT H() .
xz(k) Xz(f) _
Figure E1 -

The Fast Fourier Transforms (FFT's) of the two signal inputs
are calculated, the complex coefficients of the reference input

are multiplied by complex filter coefficients, H(f). The

El
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Enclosure 3 to Appendix D
TITLE RFALTI
LGLOBL REALTI
2., 2, RITERSON, 3 MAY B4
IMPLEMENTS MCTCH FILTER IN REAL TImeg,
CALLED FRIM FCR™RAN 2% "CALL REALTI (ND . tiwM
NC = 2538+ CH, NC. -+ 12
N o= NO. WEIGHTS IN FILTZReZ

ageae e

coPLl
cQaze

ggrae
AT

-,

1

(=]

D
"

170404 TADD OF
170406 ;ADD OQF
L70409 sADD QF
170402 ;ADD OF
(RS)+
B(RS)+,@#1ICC
G(RSY+,RO
RO.R2

"t

a

0
"ouon

rSeTS
FRO =

CH.
cH

A/D

CH NQ
NG OF

a D/A
. B D/A
NTROL & STATUS REG.
QUTPUT

AND

ZHT TRIG
NE'G-TS

MOL A0, TATRIRTY TSET WEIGHT WECTOF TC ZERQA
gz RZ..CCP0
M RO, RZ VINIT CCOUNTER

T= 4208, 3#10C
2 Lzce2

0. @®I3I.R3 PRIAD
MOu RZ,@2I0A T IUTPUT
DATA(RI), RS
R3, 34102 PRI
ASR R3

ASE R3 .

ADD R3,JATA(RI)
DEC =2

S22 R2.LCOPZ

PR LOCP!L

RTS PC

.3LKw

NT

FADJUST

;00 TRIS
;G0 2ACk

; YIGERY

1

1000

A’D

FR3=R3-wz ICHT
TE® QUTPUT
TSHIFT R3

RAMB TC Ch., & D/A TC CHECA SYNCH
{—ﬂ\
TC CF. 2 /A
RIGRT Z TIMES
WEIGOHT
“0R NUMBER CF WEIG~TS
AND START AT 2ESINNING C= UECTOR

MRS LI

3T

DONE 32I

Q0™ FCr WZI3mTS

- ..

0] le 0
Y

Adad




Enclosure 2 to Appendix D

STORE FRESENT FOINTER IN DATA MEM S
LF SACL T
READ IN OLD WEIGHT

TELR 4

READ »/Ts FUT IN DATA MEM o
IN el

THEN INTO a&CC
LAC S

CONVERT FROM QFFSET BINARY TO 2’S COMFLEMENT
X0OR ?

SUBTRACT WEIGHT
SUR Y0

STORE RESULT IN UATA MEM &
SACL &

CONVERT ©ACK TGO UFFSET HINARY
XOR T
SACL &

QUTFUT TO /4
ouT £t

.0/l HIGH aCC WITH 2% OF QUTRUT
LAC ol 4

JEW WETCHT = QLD WEIGHT + .25 CUTFWUY
NI «“
SACH

LUADl ACC WITH LOCATIOM OF WEIGHT IN EXT MEM
LAC D0

STORE NEW WEIGHT IN EXT MEM

. TELW 3 .

INCREMENT wCL TO FOINT TO NEXT. WEIGHT
~RIODS 1

FUT AUX REG O OUT TO FORT 3 TO CHECK SYNCHRONIZATION

SAR  Ge9
auT 93
CHCCK IF AT END OF WEIGHT VECTOR
BANT  SINT
IF S50+« START AT BEGIMNNING
LAR 0,3
LAC 2.0
INT LrRF 1
IMSERT [ELAY TO FREVEMT DOUEBRLE TRIGGER
LaRk 151350
L NOF
BRANZ DEL
LARF O
ENABLE INTERRUFT
EINT
GO RACH AND WAIT FOR AMOTHER
RET
END

b A s st i S aen SOEE adun oMl Sl Sestd =uiuE)

a il A e
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Enclosure 2 to Appendix D ' -
X MOTCH FILTER FROGRAM -
* E. B. FETERSONs 19 JUN B4 -3
4+ TRIGGER TY EXTERNAL INTERRUFT DS
X # UF WEIGHTS-1 MUST BE FUT IN [DATA MEM 3 ) i
B INIT oS
NOF ' ‘-J
+ INTERRUFT SERVICE
E ILF :
®x  INITIALIZE ’
INIT LACK O ,-1
X FUT O IN DATA MEM O TO USE ZEROING TARLE BELOW ‘
SACL O ]
¥ SET UF asL aND L/A CONTEOL REGISTER :
LACK 7
SAaCL 10 _
DUt Lo R
PEHT L SG0000I0000000) (M IIATA MEM T FOR OFFSET HINARY TO /S CUMFLEMENT CONt ° ]
LAtk ! -9
TN : 3
1LFIL LelS
shall 7 z‘j
* FUT 2 IN DATA MEM 1s INCREMENT IN TAELE L-i
Lack D s
Call ; ]
» FUT LUCATION OF START OF TAELE IN DATA MEM 2 . . . o
LaCkh 2% ’ .
SAaCL 2 .
2 SET OVERFLOW MOLDE -
SruUm i
LAk O
& UFRO TAPLE .
* FUT STARTIENG ALDD OF TARLE IN ACCUMULATOR
Lnc Dy Q
X FUT # OF WEIGHTS-1 [N »Ux REG © )
LAR O 3 -
X  FUT O IN THE EXT MEM FUINTED 70 EY THE aACC. e
ZTH THLW O s
% INCREMENT THE ACC BY 2
ATDS 1 4
« DEC AUX REGC O AND LOOF AGAIN IF NOT ZEROD s
HANT  7THR
* MAIN i.00F TO START AT BEGINNING OF WEIGHT VECTOR
ML LAR Ge3
LAl 2.0
o ENARLY ENTERRUFT S
EINT : 1:_1
L WALT FOR INTERKUFT ]
WATT  WNOF o
K WATLT T
J
-
-
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Enclosure 1 to Appenclix D

DO 1085 J = 1,NW
J1=J+NKW
J23J+24NK
J3=J+3J#NK
Jadz J+daNW
JSz J+T#NKW
JE= J+E#NW
IF (IFLAG.EQ.!) GO TO 1080
WRITE (6:1080) J,IM(JI IMOIL) INOCI2Y, I3, IX(JA),,INCIS) IX(JE)

GO TO 108S
1080 WRITE (7,1080) J,INCJ) INCIL:, INGIZ) ,16(J3:,In0da), 1K JdT), IX(J6)
108s CONTINUE
1080 FORMAT (B8I7)
c
c CALCULATE AND PRINT OQUT SIGNAL TO MOISE RATIO
c
1090 SNR3SQIN/SQUT
WRITE(7,1100) SQIN,SOUT,SNR
1100 FOPMAT ' ZF1C.2)
WRITE (7.1200)
1200 FORMAT ' NEW DATA? 1=YES,0sn0 )
READ (%,140) IFLAG2
GO TO SO
1300 sSTOP
END
Assembly lénguage Sampling subroutine called frcm main program
.GLOBL XTSAMP
H B. B. PETERSON: 17 NQV 83
H SUBROUTINE TO TAKE ~ GIVEN NUMBER UF SAMPLES F%0OM THE DTIZ7:S
; ANALOG [/0 BOARD USING EXTERNAL TRIGGERING »T A MAAIMUM WATE GF
H 25,000 SAMP/S. THE SUBROUTINE IS CALLED BY "CALL XTSAMP(N,NC,IX)"
H WHERE N= # OF SAMPLES,
H NC = 2%65#CHANNEL # +16, AND 11X IS THE DATA VECTOR.
10C=170400 tLOCATION OF CONTRQOL REGISTER
1012170402 iLOCATION OF A/D QUTPUT REGISTER
KTSAMP: TST (RS)+
MQY B(RS)+,RO iRO=# OF SAMPLES
MOV @(RS)+,@#10C SET CH# AND EXTERNAL TRIGGER ENABLE
MOV (RS)>+,R3 tR3=STARTING ADDRESS OF DATA VECTOR .
LOOP1: BIT #Z00,8mI0C 'TEST DONE BIT =
BEG@ LOOP1 ;LOOP IF NOT SET -
MOV @#I101,R1 fREAD TO CLR DONE BIT,THROW AwAY LST SAMPLE y
CONV: BIT #Z00,8w10C 'TEST DGNE BIT D
BEG CONV 'LOOP IF NOT SET - 4
MOV @#I0I,(R3)+ TREAD A/D AND PUT DATA IN MEmQORY
DEC RO -]
BNE CONV JCHECK TO SEE IF N SAMPLES mAUE REEN TAREN
RTS PC

«END

',‘.'.’_.".-
s R
NN c g ' a e
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250 CONTINUE
c z
c GET N SAMPLES FROM SELECTED CHANNEL ANL RETURM AS I
c o
300 CALL NXTSaMP (M, MG, I} e
WRITE (7.400) .
400 FORMAT (’ SAMPLING FIMISHEL '’} .
c “
c INITIALIZE PLOTTER
c
CALL GON
CALL CLEAR

CALL PLIMITS (.30,9.5,.3.6.5)
CALL LIMITS(-FLOAT(N)/B.0,FLOAT(N),=1000.0,3000.0)

€00 NP=(N/NW) .
CALL MOVE (=FLOAT(N)/9.2,%0.0)
CALL LABEL (7 INPUT’,2.0,0)

c

c PLOT INPUT

c

DO 2T I=1,N,ND
CALL LINE (FLOAT(I),FLOATEINCIN))
525 CONTINUE
CALL MOVE (-FLOAT'N)>/9.0,2050.Q)
CALL LABEL (7 QUTPUT'’.Z,0,0}

c . S
c CALCULATE AND PLOT QUTPUT - ' -
C . ) . b LN
DO 800 I=i,NP T
DQ 700 J=i,NW s
NS=¢(I=1)+Mu+] -
XzFLOAT( IM(NS) ) R
YaX=i J) bl
W(J)=W( J)+Y=G "
c
c PL_QOT EUERY ND'TH., POINMT
c
IF (ND!{.LT.ND) GO TQ S7°%
CALL LINE (FLOAT(NS),Y+2000,)
ND1=0 '
57S ND1=ND1+1} S
5 )
C CALCULATE INPUT AND OUTPUT POWER FOR LAST TWaO PERIALS "
c L
IF (I.LT.NP=2) GO TO 600 -4
SQIN=SQIN+ TaX#X/NW .
SOUT=SOUT+.S*YaY/NW -]
700 CONTINUE )
800 ZONTINUE .
CALL GOFF o
IF (IFLAG.EQ.0) GO TO 1090 *;
c
c PRINT 1JUT 7 PERIGLS OF IMPUT LATA IN T CGLUMNS “.:
C -‘.‘1

D I S D ST, TR . S Sl Sy, gLy A, SO T L P UL, S N T LT P s VU AP U W . W -
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PROGRAM PERDIC

c B. B. PETERSON
c 3 MAY 1984
c PROGRAM TAKES 13IVEN NUMBER OF SAMPLES OF AUDIO WAUVEFORM AND
c ILALCULATES HOW MUCH 1IF WAVEFQORM AN BE LCANCELLED 8Y PERIQRIC
c WAVEFORM AT FIUNDAMENTAL FREGUENCY OF ENGINE
c
c ARRAYS:
c IX SIGNAL INPUT
» c COMMUNICATIONS WECTOR FOR PLQOTTIMG
c W WEIGHT YECTOR
c
INTEGER IN(102Z40!
COMMON C(20)
DIMENSION W(S12)
c
c SET FLAG TQ GET DATA FIRST TIME
c
IFLAGZ = 1
c
c EMTER PARAMETERS
c
=0 WRITE (7,100)
100 FORMAT (‘ ENTER # SAMP. # SAMP/PLT, # WGHTS. CH MO, ADAP GAIN‘)
RPEAD (5,200) N.ND NW,NC,G
c . .
c SELECT PRINTER AND PLOTTER OPTIONS .
c 4 i
WRITE (7,12%) .
125 FORMAT (’ OPTIONS:0sNO PRINTOUT,1=CRT,Z=PRINTER’:
READ (5,140) IFLAG
140 FORMAT (I3)
WRITE (7,14%)
145 FORMAT (’ O=PLATS 1IN PLOTTER, 1=2CRT ")
READ (S,140) ID
C(10)=FLOAT(ID)
o
c ZERO WEIGHT VYECTOR AMD INPUT AND OUTPUT POWER
c
0O 150 J=1,NW o
150 W(J)=0.0 i
SAIN=0.0 S
SQUT=0.0 o
IF (N.LT.0) GO TO 1300 )
200 FORMAT {416,F8.%: .
c - L
c SKIP SAMPLING TO USE GLD DATA .
c 1
IF (IFLAG2.EG.0) GO TG S00 R
NC=2S6#NC+16 -
c h
c DELAY BEFORE SAMPLING
c -
DO 250 J=1,30000
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D8

recorder. The plots in Figures D7 and D& were produced using

this program. Enclosure 1 is a listing of the program.

The filter was also implemented in real time on both the TMS
320 and the LSI-11/2. These assembly language program listings
are enclosures 2 and 3 respectively. Because the TMS 320 nas
only 144 words of on-chip data memory, it was necessary to access
external memory using the Table Read and Table Write
instructions. These instruetions require the address to be
accessed to be placed in the low order accumulator. This results
in relatively complicated code to implement a very simple
algorithm. Despite this inefficient use of the TMS 320, the
algorithm can still run at sampling rates o§ up to 150 kHz.

The MACRO-11 (PDP-11 assembly language) program @n enclosure 3
1llustrates the simplicity of the algorithm. On an LSI-11/2 this
program will run at sampling rates of up to 11 kHz.

Cadet 1/c¢ FAVERO is presently attempting to implement the
filter on an AIM-65 microcomputer at sampling rates of at least 8

kHz.

S L
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D6

samples, the transfer function from x1(k) to y(k) is given by:

Y(2) 2N o o

= N=T | T

X1(z) zN + :Ei a dj zd -1 “i

j=0 S

where N"1 J
dy = > x() xpieg) R

i=0 )

N x the autocorrelation of X5,

Figure DS is a root locus plot as the adaptive gain, a, is varied

for N = 8 and for xz(k) a square wave and Figure D6 is the

LIPS S LY

frequency response of the same filter. Now the width of each ‘
noteh is a function the amplitude of the corresponding harmonic fw;
in xz(k) in addition to the adaptive gain. This suggests the -Q;
possibility of using apriori knowledge of which narmonics are
strcngest in the noise component of x1(k) to specify an x2(k) for -
more effective filtering.

Another possible interesting application of this type of
filter is for very narrow notch and bandpass recursive digital
filters. The major advantage is that even with low precision
fited point arithmetic (8 bit, for example) and for poles
virtually on the unit circle, the filter is completely stable.

The filter has Been implemented in three different ways.
First, using off-line processing in FORTRAN, a data vector is
obtained by externally triggering the L3SI-11/2 A/D c¢onverter and

then the filter implemented and the data plotted on a strip chart
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Enclosure 1 to Appendix E

P Rt
[N

c TNITTALIZE COESSTICIEMTS TO CALCULATE WEIGHT YECTQR
c AND 7520 WEIGHT WECTOR
c
DO 20 I=tf,NW2
’ 82 (Ti=t Q€=
CR(I)=1,0E=10
CI(I)=t1.0E=10
vu(1)=0,0
iﬂ YH(TY =00
g a0 COMTINUE
g0 MBLOCS=M/NW
DO :4Q J=:,NBLOCS
JNN=( _‘-1 _\“MH
C
i c FIL_L WECTORS TQ CALCULATE £57T
SR>
[ or=0,0
‘ PQ=0.0
0Q 120 T=!,NMW2
TAL= 2xT+ MM
TA=TAL=1
o VI(I) = SLAAT(TL(IA) /205
YI(T) = SLOATIIL(IAL) 720S)
M2(TY = TL_OATIIZ(IA) /20%)
Y2(TY = EL_OAT(IZ(IAL)/205)
120 SONT IMUE
CALL RFET{NW MW.MMAY , ML, Y, WR W . 1.Q)
CALL REST (MW, MW, NMAY , X2, Y2, WR , W, ! O)
DO 130 T=!,NW2
>
c CALCULATE ©FT OF QuTeyT
© VO T =V (T a V(T A2 (T VLT Ay 2T
YOOIV =Y (T YaYW (T )aND2 (T aVLl T YayY2 /T
E FWECK ©OR SMALL UALUSS AND SET TO ITRA
c -0 PRCLIENT UMDERSLOWS
i TE (ABS(MI(IN) . LT, 1. 0C=1a) ViiTV=d
TE (ABRS(YL(IN) LT, 1, NE=10) YirId=a,o
TE (ABS(Y2(I)).LT.1.0C=1t0) Y2(TV=a, 0
TE (ABS(¥I(IN) LT, L AE—1A) V2rIi=0,0
c
> CALCULATE TMPUT AMD QUTSUT PQWED
© BT =BT 4V (T)aVI (TY YL (I ave (T
PO=00+vO (T aVO (I «YQ (I *YQ(T)
C
c UPDATES WEIGHTS
>
PRI T)=OMGAO2(T)«Ga(MTITI8VIITIaY2 (T ey (1Y)
CRITI)=OMGaCR(TI Y+ (VI TYaVI2(T Y Y I (T ayY2(TV)
CI(I)=OMGCT (T )+G*(MI(T)*Y 1 (I) =Xt (T)aY2(2))
NH(I)=CR(1)/92(1)
. - IR Y ; -~ - I ™ o ;~ . o2 e s o w s Sy _._. PR




- : YH(TY=CT(T) /8201 -
k‘ 130 CoNMTIMUE
c
.. > CALCULATE QuTouT
. »
o CALL REET (MM, MU, MMAM  XQ . YO WR, WL =10
: c
oQ=00 /My
PI=0T/NW
MRITE (7.:137) t.P1,P0

137 FORMAT (IG.Z2F:12.2)
140 COMTINUE

Ge TOQ S

END




Znclosure 1 to Appendix E FFT subroutines called fram main program

ooy

aooo0ooo0o00n0n000000

3=

.....

EST SURRAQUTIMES
2. 8. PBETTREQM. T Fg3 =T

v e o -

SUBRCUTIME REET M. M, NMANM, ¥, Y, WR, WI.DI)

SUBRQOUTINE 70 CACLULATE ™ POIMY REAL FFT LEING
M/Z O PQINT ICOMPLEM FET

REFI "TMC 220 DIGITAL <SIGMAL PROCESSING SEMIMAR MOTES,
TEXAS INSTRUMEMTS, IMC.., 1S883.

M= # OF REAL L[ATA POINTS = 2asM

¥ IS REAL PART OF FFT (M/2 WECTOR) Y IS IMAG PART

WR AMD Wl ARE VECTQRES IF COSIMES AMD SIMES CF SIII ™MMAX
DI= :. FOR FORWARD FFT, -1, FOR IMWERESE.

FOR FORWARD FFT M AND Y SHOULD BE GEMERATED Y

MUI) = DATA(Z2#I-1) AND ¥(I) = DATA(Z*+I)

WHERE DATA() IS THE INMPUT LVECTOR CF REZAL PQINMTS

REAL X1, YL/ WROL),WICL)

N2=N/2

MMl = M-

[F (DI.LT.0.0) GO 7O 10

CALL FFRTZ(NZ,MMLI , NMAX, X, Y WR, WI,1.,0),
MMON=MMAN /N

MA=N2/2

Y{NZ+1Y=Y (1)

MINMZ2+12=X(1)

DQ 20 I= i, Masy
NMT=MZ=-T+2
PA=VIT VRV INmT)
VAsY (T =Y iNMT
R =(NMINMT Y (THS
MOz (=Y (I =Y (NMMTY)
COoH=WR(IP)
SPU==-I(TIR)

IF (DILGT.Q0.Q GO TO
R8=-R89

X8=~¥8

SpuU==-SpuY

I3 TP+MMON
RC=GPUXQRQ-CPuUxVYE
MC=SPH4NB+(CPHUAQQ
N(I)=,S#(RA+RC?}
Y(I)=.S»(XA+XC?
MINMI)= S+ (RA-2C)
Y(MNMIY=, T8 (MC-¥A)

COMTIMUE

IF (DI.GT.D.0) GO TO (000

CALL FFT2(N2,MML NMAX,Y Y MR, WI, =1,0D)

RETURN

END

s
mn

T Y%

ST e

st T
PP

W ON BE B A YT




Enclosuwre 1 tc Appendix E FFT subrcutines called frcm main program

c COMPLEY FET WITW TARLE LQOOKUP
C PESC. S. BURRIS AND T. W. PARKS,"DFT/FET AND CONVOLUTIOM
c ALGORITHMS, " JOHN WILEY & :=SOMS, MEW YQR¥, 1924
C
c CALLING “ARIABLES:
c N NUMBER QF COMPLENX SQINTS
c M LOGZ OF N
c NMAX MAXIMUM UQLUE OF N FOR INTERPRESTING LOOKUP TABLE
C X & Y PEAL AMD TMAGIMARY PARTS OF FFT
c WR TABLE QF COSIMES
c W1 TABLES OF -SIMES
c DI +1.0 FOR SORMARD FFT, =:,0 FOR INUERSE
c
SUBRQUTINE SET2(N,M,MMAN,N,Y WR,WI,01}
REAL Y(1),M(1) WR(1Y, WICL)
NMONTNMAX /N
N2=N
DO tQ0 K=t M
M1 =N2
M2 -a2 /2
:E=M./N!
1A=
0O S0 =1,N2
TAL=(IA=1)sMMOMs!
: C=HR(IAL) :
* GE=~DIAMICIALY
TA=TA+TE
DO 40 I=!,N,NY
LelenZ
VTV Ty =ML
VLT EMOT RN
YTy (I)=Y (L) o
VT YT ey (L)
V(L) 2CAVTHGRYT s
Y(L)=CaAYT=SsVvT :
40 COMT TNUE ]
= CONTINUE 1
100 CONT INUE ]
J=1 }
Ni=N=1 ~i
DO 104 T=21,Ni B
1€ (I.GE..) GO TO :0%
NT=V(
VY =X(D)
VeTyayT -3
VTV () =
Yrveyer) )
YoryevT Y
101 van/2 ")
102 € /v GE..!Y GO TQ 102
- - R
vaws2 <)
G0 TO 102 =
103 Jzlev <l
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1 -
DD
0) (R

000D 0

10

B e S e oo St

CONTINUE

IF (DI.GT.0.Q) GO TO 06
DQ 10T I=1.M

MOI)=X(IY/N

YOIY=sY(Idosm

COMNTINUE

RETURM

END

SUBRQUTIME BACK (M, MMAN, IM,N,Y,IN WIM)

PUTS IMTEGER DATA IN REAL ARRAYS SUITABLE SCR RFFT SUB agQ\)s
MULTIPLIES EACH DATA POIMT 2Y YHAMMIMG WIMDOW

REAL NO1),Y(C1Y,WINMNCL
INTEGER IM(1)

NMON=NMAX /N
N2=N/2
DO 10 I=1,N2
T2=ral
NCIY=FLOAT (IM(12-1))
Y(I)=FLOAT (IM(I2))
TF (IW.ER.0) GO TOQ 10
123=(12-2) »NMMON+Y
MOIYEX(I)#WIN(IZ)
. YOI =Y (D) #WIN(MMON+I3)
ICONT IMUE
RETURM
END




Appendix F 1S Adaptive Filter FORTFAN Frogram vhere Audio Sicmal is added
in Software
90GRAM ADAPT

c B. B. PETERSON
c PROGRAM READS IM ANALOG DATA FROM AN FM TUMER
c DECK USING SUBROUTINE XTSMPZ. IT THEM SAMPLES TWO HANMELS FROM
c A TAPE DECK., THE FM TUNER SIGNAL IS MULT. 8Y A GAIN AND ADDED
c TO ONE NOISE CHANNEL TO GENERATE THE SRIMARY INPUT.THE OTHER MOISE
c CHANMEL IS ADAPTIVELY FILTERED AND SUBTRACTED FROM THE DELAYED
c PRIMARY INPUT. THE WEIGHTS IN THE ADAPTIVE FILTER ARE ADJUSTED <O
c AS TO MINIMIZE THE ODUTPUT POWER. THE REFERENCE INPUT, THE PRIMARY
c INPUT, THE FM TUMER SIGNAL AMD THE QUTPUT ARE SLOTTED OM THE CRT,
c THE HP 7470 PLOTTER 1R BOTH, THE SIGNAL TO WOISE RATIOS OF 20TH
c INPUT AND NUTPUT ARE CALCULTED AFTER THE WEIGHTS HAUE HAD SOME
c TIME TO CONVERGE.
c
c ARRAYS:
c 1Y PRIMARY INPUT
c IX REFERENCE INPUT
c ISIG INTEGER SIGNAL YECTOR
> H WEIGHT JECTOR
c c COMMUNICATIING UECTOR FQR PLTLIB
c
INTEGER IN(4000),IY(4000),ISIG!4000)
REAL H(100)
COMMON C(20)
c
c INPUT PARAMETERS
>
S0 WRITE (7,100}
100 FORMAT (’ MEW DATA?, RESET WEIGHT UECTOR? :{=YES,0=NQ’)
READ (S5.200) IF1,IF2
200 FORMAT (Z16)
IF (IF1.€G.0 .AND. IF2.£@.0) GO TQ 4%
WRITE (7,300}
200 FORMAT (' # SAMP,REF IMP.PRI INP,SIG INP.# NTS")
READ (S,32F) M,NCL,NC2,NC3,NW
azs FORMAT (SIG)
NT=NW/2
NZ=N/2
WRITE (7,350)
aso FORMAT ¢’ PLOT RAW DATA?,2=7470,1=GIGI,2=RCTH,-1=N] PLOT,STES") .
READ (5,200) IC10,ISTP o
STP=FLOAT(ISTP) R
IF (IC10.LT.0) GO TQ 370 ]
C(10)=FLOAT (IC10) ]
370 MC1=2S64NC:+16 :
NC2=2SG*NC2+16 .
NC3=2S56*NC3+16 N
450 WRITE (7,500) ]
200 FORMAT (’ ADAPTIVE GAIM (E SORMAT),SIGNAL GAIM (I FORMAT) ) -]
READ (5.600) G,IG ]
60O FORMAT (E£14.4,16) B

iF (IF2.EG.0}) GO TO 3¢n

0
el il

c ZERQO WEIGHT WECTOR
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700
800

(9 ]
(o]

aoon oo 000

[14]
[K)
¢ }

87°%

890

aoo WO a0 m
w
n

00

9%0

DA 700 I=1,NW
H(IY=0Q,0Q
IF (IFL.EQ.Q0) GO TOQ 2C°F

DELAY BEFORE SAMPLING

DC 8%¢ I=t,10000
CONTINUE

SAMPLE SIGNAL FROM TUNER
CALL XTSMPZ(M.,NC2.,MNC2.ISIG,LY)
SAMPLE TWO CHANNELS FROM TAPE DECK

CALL XTSMP2(N,NCL1,NCZ,IX,1Y)

IF (ICL0.LT.2) GO TO 8¢

CALL PLIMITS (0.0,10.0,0.0,7.0)

CALL LIMITS

IF (IF!.EGQ.Q)

DO 87T I=1,N
CALL

COMTINUE

CALL MOQUE (1.0,S57P?

DQ 890 I=1,N
ISIG(IY=IG*ISIG(D)
IY(IY=IY(IY+ISIG(I
CALL LINE (FLOAT(I).

ZOMTIMUE

CALL wmCwE L.2,22S7T9)

QF=SE™ =

DO 89T% I=1:M

GO TQ 900

LINE

ITCMTINUE
CFTEE™22,02879

CALL ™MQMWE (l.2.0F%2I™

TTRC ETIARS 2T MQISE,QUTPUT MNQISE.
SQIN=0.0

SQOUT=90.9

SQ@SIG=0.0

MAIN ADAPTIVE FILTER LOQP

DO 1200 I=NW+1,N
FOUT=0.0

CALCULATE FILTER QUTPRPUT

DG 9TC J=1. MW

IS=(I-1)

FQUT=FOUT+H( J)=INX(IS)

P WO S Wl Wil oAl Wil Y-

‘Q0,0,FLOAT N} ,=-.3#STP,3.

(FLOAT(I) . FLOAT(IX(I) )

FLOATZISTR+IY (I 0

(SLOAT I FLCAT(IGIGIIN Y+OFTEE™)

L T - O P T ST ISP ST
RIF VT AU S VR DA WA U Vol VLK S . S U Wil WY SN S, S YO

F2

G#STP)

AND DESIRED QUTPUT.

- e
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ID=(I-NT)
QuUT= IY(ID)-SQUT

SQUARE AND LOW PASS FILTER IMPUT AND JUTPUT
FOR LAST HALF OF DATA

anoon

IF (I.LT.N2) GO TO 980
SGOUT=.98+SQQUT+ .02+ (QUT-FLLOAT(ISIG(ID) ) ) e
RIX=FLOAT(IY(ID)~ISIG(ID))
SQIN=,.98#SCIN+ . 02#RIM*RIX

SASIG=.98+SASIG+.02%FL OAT(ISIG(I))+FLOAT(ISIG(IY)
SNRIN=SQSIG/SQRIN

SNROUT=SQSIG/SEOUT

PLOT QUTPUT
CALL LINE (FLOAT(I),QUT+OFSSET)

ACAPT NEIGHT VeCTQOR

OoOoo0wonnn
m
O

980 DO 97T J=1.MW
IS=(I-J}
g7¢ HOJ)=H(J)+CG2QUT*INM(IS)
1000 CONTINUE
CALL TURNOF
WRITE (7,10T0Q) SMRIN,SNROUT
1050~ FORMAT (ZF10.5))

1098 . GO TO €¢
1100 STQOP
END
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